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Abstract

Recent advancements in sensors, machine vision and deep learning with the develop-

ment of efficient algorithms has enabled new opportunities in precision agriculture. In this

dissertation three different projects are presented.

First, an automated pine seedling counting for nursery management. In nursery man-

agement, accurate inventory of seedlings provides insights into how many seedlings can be

sold and/or if there is any loss due to washout, mechanical damage or pest/diseases that can

still be mitigated. In this study we developed a system to count pine seedlings in production

sites and map the seedling density in the field. The mean absolute percentage error (MAPE)

of our best performing model was 7.53%, which is an improvement over the baseline manual

sampling-based approach with a MAPE of 11.07%. The results showed that the proposed

approach was able to count seedlings in a crowded scene under complex field conditions with

higher accuracy than the standard manual practice.

Second, an mmWave radar-based peanut yield monitor, an essential equipment for pre-

cision agriculture is presented. During the harvest of peanuts, it is common for foreign

materials to run through the pneumatic conveyor in the harvester, making the environ-

ment inside the pneumatic conveyor harmful for components that are fragile. Therefore, a

millimeter-wave FMCW radar-based mass-flow sensor was developed to monitor yield dur-

ing peanut harvest. After evaluation of 5-fold cross validation, the best performing models

achieved an RMSE of 0.14 kg/s (19 lb/min) and a sMAPE of 15% while having an R2 of

0.85 for the research-scale combine and an RMSE of 0.52 kg/s (69 lb/min) and a sMAPE

of 10% while having an R2 of 0.71 for the commercial-scale combine. Though the results

are promising, further field investigation is necessary to evaluate the effects of different field

conditions.
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Finally, a broiler activity index measurement is demonstrated using a detect-and-track

pipeline and a age-compensated activity index. Precision management in poultry farming,

utilizing advanced technologies like computer vision and lighting control, has emerged as a

promising approach to enhance productivity, meat quality, and animal welfare. This work

generated multi-animal detection-and-tracking dataset from top-view videos of broilers at

different growth stages and different times of a day. Accuracy and efficiency of different state-

of-the-art object detection (YOLOv8 and YOLO-NAS) and trackers (SORT and ByteTrack)

were evaluated and compared regarding the generation of a new broiler activity index. The

fastest pipeline (YOLOv8n+SORT) achieved 123 frames per second with a correlation of

96.4% with the proposed broiler activity index. Once the behaviors are characterized the

pipeline can be used to generate feedback signal for control of the broiler houses, providing

better animal welfare.
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Chapter 1

GENERAL INTRODUCTION

1.1 Background

Recent developments in deep learning (DL) have the potential to revolutionize the land-

scape of precision agriculture and applied computer vision. DL techniques, particularly

convolutional neural networks (CNNs), have demonstrated remarkable capabilities in image

analysis and pattern recognition. In the context of precision agriculture, DL models can be

trained to automatically analyze vast amounts of visual data collected from sensors, drones,

or satellites, enabling efficient and accurate crop monitoring and management (e.g., auto-

mated architectural traits extraction, and organ detection and counting) (Li et al., 2020).

For counting in static images, the main tasks can be formulated as regression, object detec-

tion, and semantic segmentation. Regression has been widely used for counting plants in

high density, such as wheat (Lu and Cao, 2020), rice (Liu et al., 2020), and maize (Lu et

al., 2017). For counting in videos, the image sequence adds another level of complexity of

associating the same objects across consecutive frames. This problem is typically solved by

using tracking algorithms or by reconstruction of the scene in three-dimensional (3D) space

(Sun et al., 2020; Tan et al., 2022).

Within the sphere of precision poultry farming, the ability to monitor and track the

movements and activities of birds can provide significant insights into their health, well-

being, and efficiency (Guo et al., 2022). This is accomplished through the application of

advanced technological tools such as machine learning, computer vision, and sensor systems

(Li et al., 2022; Okinda et al., 2020; van der Sluis et al., 2020). Computer vision has

been notably recognized as a potent tool for identifying and tracing birds within a poultry

farming environment (Aydin, 2017; Del Valle et al., 2021; Okinda et al., 2020; Zhang et
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al., 2022). By processing video data and interpreting it, computer vision algorithms can

differentiate individual birds, trace their trajectories, and even decipher certain behaviors.

This allows for a non-invasive, continuous supervision of bird behavior, contributing to the

overall evaluation of flock health and early detection of any signs of distress or illness. For

instance, alterations in patterns or levels of activity could signal health-related concerns. By

monitoring these behaviors, timely intervention can be ensured, thereby enhancing animal

welfare and productivity.

Sensor development in precision agriculture has seen advancements with the incor-

poration of modern technologies, such as radio detection and ranging (radar) systems.

Longchamps et al. (2022) reviewed several contemporary approaches for yield estimation,

including the utilization of millimeter-wave (mmWave) radar. This technology has been

applied in non-contact proximal sensing for crops that grow underground, such as pota-

toes, manioc, and sugar beets. For instance, Konstantinovic et al. (2008) employed ultra-

wideband (UWB) radar to detect the location of sugar beets, achieving significant correlation

between beet biomass and backscattered energy. The use of machine vision techniques for

radar signal processing was suggested for further enhancement. Radar sensors have also

found application in assessing plant vigor in vineyards. Henry et al. (2019) demonstrated a

radar-based system that scanned grape canopies to estimate biomass. The mmWave radar

approach showed promise by detecting occluded grapes and being minimally affected by

dust particles due to its small wavelength. Moreover, the radar sensor’s robust, dust-proof

enclosure enables its resilience in the challenging harvesting environment. These develop-

ments highlight the potential of mmWave radar as a valuable tool in sensor development for

precision agriculture.
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1.2 Research Objectives

1.2.1 Computer Vision for Automated Pine Seedling Inventory

Pine plantations cover 16 million hectares (84%) of the total planted forests across the

Southern United States (Miles, 2019). To meet the demand for reforestation, the South-

eastern U.S. produces over 1 billion seedlings per year (Fargione et al., 2021). The state of

Alabama alone is responsible for 91 million seedlings, ranking as the 4th largest producer in

the U.S. (Haase et al., 2020). Recent efforts in improving seedling genetics have increased the

value of individual seedlings, ranging from $50 to $435 per thousand seedlings depending on

the pollination process used to guarantee the improved genetics (e.g., open pollination, $50-

$75; mass control pollination, $120-$140; and somatic embryogenesis, up to $430) (Rousseau

et al., 2012). With an increase in crop values in the field, it is paramount for forest tree

nurseries to obtain accurate seedling inventories. It is a common practice in forest nurseries

to gather seedling inventories twice per year (in spring and fall) to determine the number

of seedlings that are available and can potentially be sold. The spring seedling inventory

is necessary for nursery managers to determine seedling bed densities and update seedling

losses due to washout, mechanical damage, and pest/disease issues. This inventory is the

first assessment of crop development and aids managers in determining areas of concern and

where mitigation can still occur. The fall inventory is more important than the inventory

in spring, as it is needed to estimate the number of shippable seedlings and anticipate final

sales.

The widely used seedling counting practice today was established more than half a

century ago (Wakeley, 1954). It requires selecting multiple 0.3 m × 1.22 m (1- by 4-foot)

plots for each seed lot used at the nursery. For each sample plot, the total number of seedlings

is manually counted. A worker must bend over, sort through densely populated seedlings,

and count the narrow stems that are growing within the counting frame placed on the

bed. The inventory task is labor-intensive, time-consuming, error-prone, and ergonomically
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poor. Commercial nurseries have hundreds of kilometers of beds to cover with a limited

staff. Therefore, automated seedling inventory technology can significantly reduce labor

costs and improve working conditions for forest tree nursery production. The first forest

tree seedling counter was developed by the USDA Forest Services Missoula Technology and

Development Center (Gasvoda and Herzberg, 1993). A side-viewing infrared optical sensor

was used to detect seedling stems. The machine counting was within ±10% of the manual

counting. However, due to the side-viewing mechanism, large drill row spacing (i.e., 0.152

m) was required to carry the optical sensor. This system cannot operate on typical modern

commercial seedling beds where there is no space to position side viewing sensor. To the

best of our knowledge, there is no other related work in the literature.

The U.S. bareroot pine seedling production system employs a high planting density

(e.g., 269 seedlings per square meter). In fall, when the seedling canopy covers the entire

seedling bed, it is impossible for humans to visually separate individual seedlings from a top-

view while standing on the ground in a non-contact manner, let alone for unmanned aerial

vehicles with a high-resolution camera. We employed a push bar that bends the seedlings

downward to expose the individual seedling stems. As the push bar moves forward, seedlings

are released and return to their upright position. The movements of those seedlings are video-

taped and used as information to perform the seedling count. A typical forest nursery can

have 1.6 million seedlings per ha, making counting every seedling impossible. In this work,

contrary to other counting systems that employ the detect-and-track approach, we present

a machine vision system to count pine seedlings using end-to-end deep learning regression

based on a CNN coupled with LSTM. The specific research objectives were to: (1) develop

a deep learning-based machine vision system to count mechanically pushed pine seedlings,

(2) simulate the accuracy of the standard manual sampling-based seedling counting, and (3)

evaluate the machine counting performance against manual ground truth counting and the

standard method.
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1.2.2 mmWave Radar-Based Sensor Development Towards Peanut Yield Mon-

itor

A yield monitor mounted on a combine, together with a global positioning system (GPS)

allows the generation of yield maps that are used for identification of crop performance issues

in the field that can be further investigated and possibly mitigated through management

practices. Yield monitors for major crops such as corn, soybean, and cotton have already

been widely commercialized, but many crops still do not have a reliable system to monitor

harvest. Economic relevance is a major factor for why certain crops to have more developed

technologies. Field conditions during harvest make the development of sensors for certain

crop production systems even more challenging. During the harvest of peanuts, it is common

for foreign materials (e.g. soil, vines, rocks, etc.) to run through the pneumatic conveyor

in the combine. This makes the environment inside the air duct of the pneumatic conveyor

harmful for components that are fragile. For instance, optical systems that have lenses

or sensors inside the duct must employ strategies to reduce wearing of the parts due to

the abrasive nature of the environment, but they are not enough to withstand this harsh

environment for long periods of time. Other load cells-based systems have been tested in the

field but provide low spatial resolution, making management practices less accurate. Some

of the peanut yield monitors developed employed load cells mounted to the combine basket.

Researchers have developed various yield monitoring systems for agriculture. Vellidis et

al. (2001) designed a production-scale system with errors around 5% for loads ranging from

1,567 to 5,420 kg. However, the resulting yield maps were noisy due to combine movement.

Kirk et al. (2012) focused on small research plots but had low spatial resolution. Optical-

based systems, such as those developed by Rains et al. (2005), Thomasson et al. (2006),

Porter et al. (2017), and Porter et al. (2020), required field-specific calibration and faced

challenges with lens damage, dirt buildup, and the harsh environment of the pneumatic

conveyor. Free et al. (2014) adapted an impact plate-based system and compensated for

airspeed variations, achieving moderate accuracy. These studies emphasize the need for

5



calibration, addressing environmental challenges, and improving accuracy in yield monitoring

systems.

Currently, there is no commercially available peanut yield monitor from peanut combine

manufacturers and agricultural technology companies. To comply with such environment, a

non contact measurement of the yield is of need. Given the success of radar sensors in object

detection (Henry et al., 2019; Konstantinovic et al., 2008), we propose to use a frequency

modulated continuous wave (FMCW) millimeter-wave (mmWave) radar to measure mass

flow rate of pneumatically conveyed unshelled peanuts. A data-driven approach was investi-

gated to model the relationship between the radar image signature to a given mass flow rate.

To handle the high dimensional radar range-velocity image, machine learning models are

employed to perform the modeling task. The specific research objectives were to: (1) collect

mmWave radar data from pneumatically conveyed peanuts at different mass flow rates, and

(2) evaluate the performance of multiple machine learning models for prediction of peanut

mass flow rate from the radar data.

1.2.3 Broiler Activity Index Based On Machine Vision And Detect-And-Track

In the field of precision poultry farming, the tracking and identification of birds’ move-

ments and behaviours can offer crucial insights into their health, welfare, and productivity

(Guo et al., 2022). These insights are acquired through the deployment of advanced tech-

nologies such as computer vision, machine learning, and sensor-based systems (Li et al., 2022;

Okinda et al., 2020; van der Sluis et al., 2020). Specifically, computer vision has established

itself as a potent tool for detecting and tracking birds within a poultry farm environment

(Aydin, 2017; Del Valle et al., 2021; Okinda et al., 2020; Zhang et al., 2022). By processing

and analyzing video data, computer vision algorithms can identify individual birds, trace

their movements over time, and even discern specific behaviours. This method enables the

continuous, non-invasive monitoring of bird activity, which can be employed to evaluate

overall flock health and detect any early signs of disease or distress. For example, alterations
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in activity levels or patterns can be symptomatic of health issues. A sudden reduction in

activity might indicate that a bird is unwell, while increased aggression could signal stress or

overcrowding (Fan et al., 2022; Zukiwsky et al., 2020). By tracking these behaviours, farmers

can intervene as required to address these issues, enhancing animal welfare and productivity.

Despite these advances, the influence of ambient light control as a modulator of activity

in poultry farming is a relatively new research area. Light intensity has been demonstrated

to impact the behaviour and physiological responses of poultry, which can, in turn, affect

meat quality. Kuttappan et al., (2016) found a correlation between increased growth rate in

birds and the onset of white striping and woody breast myopathies. This suggests that man-

agement practices that regulate growth rate, such as activity modulation via light control,

could potentially mitigate these conditions. The woody breast condition, characterized by a

tough consistency in raw breast fillets, has been a significant concern in the poultry industry

due to its adverse effects on meat quality. Recent studies have begun to explore the potential

of light control in managing this condition (Mirella Fernandes et al., 2021). For instance,

Greene et al., (2019) discovered that the severity of woody breast myopathy could be reduced

through the modulation of oxygen homeostasis-related genes in broiler chickens, suggesting

a potential connection between light intensity, activity levels, and the development of woody

breast.

To address these issues, this study presents a novel multi-animal detection and tracking

pipeline specifically tailored for bird activity monitoring. A comprehensive dataset compris-

ing top-view videos of broilers at different growth stages and various times of the day was

generated. This dataset serves as the foundation for evaluating the accuracy and efficiency

of state-of-the-art object detection models, including YOLOv8 (Jocher et al., 2023) and

YOLO-NAS (Aharon et al., 2021), as well as tracking algorithms such as SORT (Bewley et

al., 2016) and ByteTrack (Zhang et al., 2022).
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The specific research objectives were to: (1) generate a comprehensive dataset from

top-view videos of broilers at different growth stages and times of the day to create a multi-

animal detection-and-tracking dataset for machine vision algorithm training and evaluation;

(2) assess the performance of object detection models (e.g. YOLOv8 and YOLO-NAS) to

identify the most accurate and efficient method for detecting individual broilers in complex

scenes; (3) evaluate the accuracy and efficiency of SORT and ByteTrack algorithms for

tracking multiple broilers simultaneously, identifying the most suitable algorithm for reliable

broiler tracking;

1.3 Dissertation Outline

This dissertation comprises a collection of three journal articles that showcase our re-

search in three distinct areas within the field of precision agriculture: (1) computer vision

techniques applied to automate pine seedling inventory, (2) the advancement of mmWave

Radar-based sensor for peanut yield monitoring, and (3) the utilization of machine vision

and detect-and-track algorithms to create a broiler activity index. Chapter 1 serves as an

introduction, outlining the research objectives. The first article (Chapter 2) focuses on

the application of computer vision for automated pine seedling inventory. The second arti-

cle (Chapter 3) presents the development of mmWave Radar-based sensor for peanut yield

monitoring. Lastly, the third article (Chapter 4) describes the design and evaluation of a

broiler activity index utilizing machine vision and detect-and-track algorithms.
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Chapter 2

IN-FIELD PINE SEEDLING COUNTING USING END-TO-END DEEP

LEARNING FOR INVENTORY MANAGEMENT
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Highlights

• A deep learning-based machine vision system was developed for pine seedling counting.

• Automated seedling counting achieved less error than the manual sampling-based practice.

• Regression-based counting from optical flow inputs achieved the best performance.

• Machine counting produces seedling density maps for management practice improvement.

Abstract: The southern U.S. produces over 1 billion pine seedlings for market sales

per year, with prices varying from 50 to 435 dollars per thousand seedlings. An accurate

inventory of seedlings provides nursery management with insights into how many seedlings

can be sold and/or if there is any loss due to washout, mechanical damage, or pest/diseases

that can still be mitigated. In this study, we developed a system to count pine seedlings at

production sites and map the seedling density in the field. A system with three cameras

was developed to collect video from different drills in the seedling bed. The videos were

preprocessed to restrict the region of interest to the center portion of the image in each

camera and separated each drill into individual videos. Two different modalities, i.e., video

and optical flow, were evaluated as inputs to a convolutional neural network followed by a long
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short-term recurrent network to model the sequence of frames and regress to the seedling count

for each plot. The mean absolute percentage error (MAPE) of our best performing model

was 7.5%, which is an improvement over the baseline manual sampling-based approach with

a MAPE of 11%. The results showed that the proposed approach was able to count seedlings

in a crowded scene under complex field conditions with higher accuracy than the standard

manual practice. Therefore, the proposed system and results demonstrated the potential to

replace manual counting and even provide further information such as a seedling density map

over the field for precision forest nursery management and seedling harvesting.

Keywords: CNN, LSTM, Nursery Inventory, Optical Flow, Pine Seedling, Regression.

2.1 Introduction

Pine plantations cover 16 million hectares (84%) of the total planted forests across the

Southern United States (Miles, 2019). To meet the demand for reforestation, the South-

eastern U.S. produces over 1 billion seedlings per year (Fargione et al., 2021). The state of

Alabama alone is responsible for 91 million seedlings, ranking as the 4th largest producer in

the U.S. (Haase et al., 2020). Recent efforts in improving seedling genetics have increased the

value of individual seedlings, ranging from $50 to $435 per thousand seedlings depending on

the pollination process used to guarantee the improved genetics (e.g., open pollination, $50-

$75; mass control pollination, $120-$140; and somatic embryogenesis, up to $430) (Rousseau

et al., 2012). With an increase in crop values in the field, it is paramount for forest tree

nurseries to obtain accurate seedling inventories.

It is a common practice in forest nurseries to gather seedling inventories twice per

year (in spring and fall) to determine the number of seedlings that are available and can

potentially be sold. The spring seedling inventory is necessary for nursery managers to

determine seedling bed densities and update seedling losses due to washout, mechanical

damage, and pest/disease issues. This inventory is the first assessment of crop development

and aids managers in determining areas of concern and where mitigation can still occur. The
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fall inventory is more important than the inventory in spring, as it is needed to estimate the

number of shippable seedlings and anticipate final sales.

The widely used seedling counting practice today was established more than half a

century ago (Wakeley, 1954). It requires selecting multiple 0.3 m × 1.22 m (1- by 4-foot)

plots for each seed lot used at the nursery. For each sample plot, the total number of seedlings

is manually counted. A worker must bend over, sort through densely populated seedlings,

and count the narrow stems that are growing within the counting frame placed on the bed.

The inventory task is labor-intensive, time-consuming, error-prone, and ergonomically poor.

Commercial nurseries have hundreds of kilometers of beds to cover with a limited staff.

Therefore, automated seedling inventory technology can significantly reduce labor costs and

improve working conditions for forest tree nursery production.

The first forest tree seedling counter was developed by the USDA Forest Services Mis-

soula Technology and Development Center (Gasvoda and Herzberg, 1993). A side-viewing

infrared optical sensor was used to detect seedling stems. The machine counting was within

±10% of the manual counting. However, due to the side-viewing mechanism, large drill row

spacing (i.e., 0.152 m) was required to carry the optical sensor. This system cannot oper-

ate on typical modern commercial seedling beds where there is no space to position a side

viewing sensor. To the best of our knowledge, there is no other related work in the literature.

Recent advancements in computer vision and deep learning (DL) with the development

of efficient algorithms like convolutional neural network (CNN) have enabled new oppor-

tunities for plant phenotyping (e.g., automated architectural traits extraction, and organ

detection and counting) (Li et al., 2020). There are multiple ways in which the deep learn-

ing task can be formulated depending on the different objectives and data modalities (e.g.,

static images and videos) (Jiang and Li, 2020). For counting in static images, the main tasks

can be formulated as regression, object detection, and semantic segmentation. Regression

has been widely used for counting plants in high density, such as wheat (Lu and Cao, 2020),
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rice (Liu et al., 2020), and maize (Lu et al., 2017). For counting in videos, the image se-

quence adds another level of complexity of associating the same objects across consecutive

frames. This problem is typically solved by using tracking algorithms or by reconstruction

of the scene in three-dimensional (3D) space (Sun et al., 2020; Tan et al., 2022).

Karpathy et al. (2014) demonstrated a video classification pipeline using pre-trained

CNNs for feature extraction and different embedding fusing techniques and improved the

state-of-the-art (SOTA) by 20% on the UCF-101 dataset (Soomro et al., 2012). Inspired

by the brain processing of action identification, Simonyan and Zisserman (2014) explored

the concept of combining optical flow and RGB videos for action recognition. They used

a spatial CNN and a temporal CNN and later concatenated their outputs and fed them

to a fully convolutional layer to perform classification with an improvement of 10% over

Karpathy et al. (2014). Zhao et al. (2020) added a Long Short-Term Memory (LSTM)

network (Hochreiter and Schmidhuber, 1997) to the model, using different approaches to

fuse the outputs from the CNNs and the LSTM. The best performing model was a two-

stream model using DenseNet (Huang et al., 2017) backbones pre-trained on the ImageNet

dataset (Deng et al., 2009), which improved the SOTA accuracy for action recognition in

the UCF-101 to 92.5%.

Similarly, other authors have proposed regression from videos for counting people in

crowded scenes. Xiong et al. (2017) used convolutional LSTM networks (Shi et al., 2015)

capturing both spatial and temporal cues. This work reported their mean absolute error

(MAE) for different benchmark datasets. They achieved MAEs of 2.24 for the Mall dataset

(Chen et al., 2012), 7.1 for scene 1 in the WorldExpo dataset (Zhang et al., 2016), and 1.3

for the UCSD dataset (Chan et al., 2008). Wu et al. (2019) obtained better results than

Xiong et al. (2017) by employing a Temporally Aware Network building block with a novel

lightweight convolutional network architecture. For the same datasets, they achieved MAEs

of 2.03, 2.8, and 1.08, respectively.
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The U.S. bareroot pine seedling production system employs a high planting density

(e.g., 269 seedlings per square meter). In fall, when the seedling canopy covers the entire

seedling bed, it is impossible for humans to visually separate individual seedlings from a top-

view while standing on the ground in a non-contact manner, let alone for unmanned aerial

vehicles with a high-resolution camera. We employed a push bar that bends the seedlings

downward to expose the individual seedling stems. As the push bar moves forward, seedlings

are released and return to their upright position. The movements of those seedlings are

videotaped and used as information to perform the seedling count. A typical forest nursery

can have 1.6 million seedlings per ha, making counting every seedling impossible.In this work,

contrary to other counting systems that employ the detect-and-track approach, we present

a machine vision system to count pine seedlings using end-to-end deep learning regression

based on a CNN coupled with LSTM. The specific research objectives were to: (1) develop

a deep learning-based machine vision system to count mechanically pushed pine seedlings,

(2) simulate the accuracy of the standard manual sampling-based seedling counting, and (3)

evaluate the machine counting performance against manual ground truth counting and the

standard method.

2.2 Materials And Methods

2.2.1 Field Data Collection

Field data were collected at a commercial forest tree nursery in Georgia, USA, on 11

November 2021. The nursery name and location are not described here due to privacy

reasons. The nursery consists of multiple units, and each unit is planted with single or

multiple seed lots. A visual description of the field where the data were collected is presented

in Figure 2.1. There are 9 beds in a unit, and a bed is approximately 183 m in length and

1.2 m in width. Loblolly pine seedlings are sown in 8 drills, with each drill row comprising

two closely spaced rows in an alternating pattern to minimize seedling competition. Evenly

spaced linear plots were selected in beds 2, 5, and 8 in Unit 1 and bed 2 in Unit 2 to increase
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Figure 2.1: Description of field where data were collected. Seedling beds are 1.2m (4ft) wide
and 183m (600ft) long. Each plot is 0.6 m in length and isolated by removing seedlings
within 0.3 m before and after plot boundaries. Video and ground truth data were collected
at dark green regions for evaluation.

the sampling area in contrast to sampling four consecutive beds. In each bed, 12 1.2 m ×

0.64 m plots were separated by removing the adjacent seedlings outside of each plot (i.e.,

approximately 0.3 m per side) to enable clear distinction between the sample plots where

ground truth was collected and the bed. Note that the current seedling counting practice

employs a counting frame with a size of 0.3 m × 1.2 m, and our plot size was twice as large

as a typical counting frame, resulting in an average stand count of 269 seedlings per plot.

The stand count in each drill of each plot was manually obtained as the ground truth data.

In total, the 48 plots resulted in approximately 13,000 seedlings.

2.2.2 Manual Counting Data Simulation

To evaluate the possible errors from the manual counting practice, the ground truth

stand count data was used to simulate the errors that a nursery manager could make by using

the current manual sampling-based counting method. Specifically, all possible combinations

of selecting one plot from each bed were generated, and the average stand count of the four

plots for each combination was used to estimate the seedling count for all plots. Depending

on the combination of plots that are picked, the error in estimating plot seedling counts

could be different. For comparisons, the combination of ground truth plots that give a result
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close to the mean absolute percent error (MAPE) of all the possible estimations was used to

represent the mean performance of the manual counting method. The same average value

of the four plots was used to predict unit-level counts and was evaluated using MAPE. This

simulation method was designed based on the fact that the current practice in the industry

is typically counting seedlings in one counting frame per bed and using the measurement to

estimate the total stand count for one or multiple beds depending on available labor.

2.2.3 Tractor-Based Video Collection Of Mechanically Exposed Pine Seedlings

The video acquisition system was a tractor implement (Figure 2.2a) that carried three

wireless RGB cameras (Virb Ultra 30, Garmin, USA). The implement was attached to the

three-point hitch of a John Deere 6110 utility tractor (John Deere, USA). The cameras were

positioned at a nadir angle and configured to record videos at 30 frames per second with

a resolution of 3840 × 2160 pixels. The cameras placed on the outer sides of the tractor

implement were positioned to image the two outer drills of the bed, and the center camera

was directly above the three middle drills (Figure 2.2b). Even though the cameras had a

wide field of view that covered more than three drills, only the drills in the middle of the

image were used mainly due to more occlusion occurring at drills further away from the

center due to the slanted viewing angles.

The RGB cameras used offer an application program interface (API) to remotely control

the cameras (e.g., start recording and stop recording). The API is based on hypertext transfer

protocol (HTTP) requests, which require the user to be connected to the same network as

the cameras; therefore, the cameras were configured to automatically connect to a wireless

router placed in the tractor implement. The operator inside the tractor cabin used a laptop

to run a custom-built graphical user interface (GUI). This GUI was developed to visualize

the live feeds of the cameras, start recording, stop recording, and monitor video camera

parameters (i.e., battery, storage, and operation status) (Figure 2.3). Both start and stop

buttons on the interface broadcast calls to the APIs of all cameras, meaning that they
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are operated remotely and simultaneously. To alleviate low light and shallow conditions

under natural lighting conditions, a consumer-grade 1.3 m LED light bar (OffRoadTown,

Guangzhou, China) was used to illuminate an imaging area of 0.3 m × 1.2 m on the seedling

bed. A rolling push bar made of a PVC pipe with a 76 mm diameter was used to bend

the seedlings down while the tractor traveled through the field at 0.65 m/s (i.e., 1.5 miles

per hour). Note that the push bar does not damage the seedlings, because they are flexible

enough to be bent by 90 degrees and recover their original upright positions as soon as they

are released. Effectively, the push bar exposed individual seedling stems to the cameras.

Additionally, the movement of each seedling provides another source of information about

the density (i.e., more movements, more seedlings).

2.2.4 Video Pre-Processing

First, the RGB videos of the seedling beds were trimmed into short video clips of

individual plots, with the beginning and end showing the empty gaps. Subsequently, because

multiple seedling drills were visible in the video frame, each drill was cropped from the center

of the frame with a 20% side overlap, generating a set of 8 video clips per plot. All videos

were inspected to guarantee that the drill numbering was correctly assigned and that the

cameras did not move sideways. Side movement was minimal due to narrow tractor tracks,

straight beds, and tight adjustment in the three-point hitch holding the implement. This

step reduced the input image size to the deep learning model and maintained the image

resolution. The cropped video had a resolution of 852 × 720 pixels and a maximum length

of about 3 seconds (i.e., 90 frames), resulting in a final dataset with 384 videos.

In addition to the RGB videos, the corresponding optical flow (OF) videos were used as

input for the machine learning model. OF computes the distribution of apparent velocities

of movement of brightness patterns in an image. For instance, Figure 2.4a shows an RGB

frame where there is only one seedling moving upwards, and Figure 2.4b shows the respective

OF for that frame. Since it is generated from the relative motion between the objects and
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Figure 2.2: (a) Tractor-carried video acquisition system with LED light bar, three RGB
cameras and push bar. (b) Sample video frame from center camera showing regions of
interest in Drill 4, 5, and 6.

Figure 2.3: Data collection interface and controls diagram. Operator controls cameras using
laptop connected to same wireless local area network as cameras.
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the camera, it can give valuable information about the spatial arrangement of the objects

and the rate of change of this arrangement (Horn and Schunck, 1981). The dense optical

flow was computed using OpenCV 4.5.5 (Bradski, 2000) implementation of the Dual Total

Variation L1 (Dual TV-L1) algorithm (Sánchez Pérez et al., 2013) and Python 3.8.12 (van

Rossum and Drake, 2009).

2.2.5 Convolutional Neural Network With Long Short-Term Memory

(CNN+LSTM)

The proposed deep learning model architecture consisted of a CNN followed by an

LSTM and fully connected layers (Figure 2.5). Either an RGB video (Figure 2.5a) or the

corresponding optical flow video (Figure 2.5b) can be used as the input, which was inspired

by Zhao et al. (2020). This architecture was originally developed to perform human action

recognition in videos as a classification task. In this study, we modified the architecture to

perform regression. The neural network first uses a CNN to extract features from either an

RGB or OF video frame and then feeds the feature embedding to an LSTM. The LSTM

captures the temporal information in the sequence of high-level features extracted from the

inputs, in this case, the movement of the bent seedlings springing back to their standing

position. The output of the LSTM network is then processed by one fully connected layer

(FC) to predict seedling count. The dimensions of the FC match the output of the LSTM. If

the LSTM is one-directional, the FC input dimension is the size of the hidden layers divided

by the number of layers. And, if it is a bi-directional LSTM, the outputs of both the forward

and backward directions are concatenated, therefore doubling the size of the input for the

FC.

Model training and evaluation were conducted using a dataset split based on a modified

k-fold validation scheme, where each model was trained on three beds and evaluated in a

fourth bed, for a total of four folds. This was done for all possible combinations for each

model, and then the results for all folds were averaged and reported.
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Parameter Values Training

Backbone
ResNet18, ResNet34, ResNet50,
MobileNetV2, MobileNetV3Small,
EfficientNetB0, EfficientNetB1

EfficientNetB0

LSTM Layers 1, 2, 3, 4, 5 3
LSTM Hidden Units 64, 128, 256, 512 512
Batch Size 1, 2, 4, 8 4
Learning Rate 0.1, 0.01, 0.001, 0.0001 0.01
Bidirectional True, False True
CNN Pre-trained True, False True
CNN Freeze True, False False

Table 2.1: Grid search hyperparameters and final training parameters. “Values” represent all
hyperparameters that were evaluated, and “Training” represents the set of hyperparameters
that was used for reporting results.

Figure 2.4: (a) RGB frame of pine seedling moving to upright position after released by push
bar. (b) Correspondent optical flow frame with higher color intensity in fast-moving region
of frame.

Different pre-trained and not pre-trained CNNs were evaluated as feature extractors

with RGB and OF streams as inputs using drill-level stand count prediction MAPE, includ-

ing ResNet18, ResNet34, ResNet50, MobileNetV2, MobileNetV3Small, EfficientNetB0, and

EfficientNetB1. For the backbone selection, a one-directional LSTM with three layers and

256 hidden units was used. The remaining hyperparameters for this procedure were a batch

size of two and a learning rate of 0.001. EfficientNetB0 was found to achieve the best per-

formance for both input modalities. Subsequently, hyperparameter tuning was done using

EfficientNetB0. A grid search was performed to determine the final parameters (Table 2.1).
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Figure 2.5: Convolutional Neural Network (CNN) with Long Short-Term Memory Network
(LSTM) and Fully Connected (FC) regression architecture. (a) Using optical flow as input
to model. (b) Using RGB frames as input to model.

For the LSTM, the hyperparameters included the number of layers (1, 2, 3, 4, 5), the

number of hidden cells (64, 128, 256, 512), and the information flow direction (bidirectional

or unidirectional). For the feature extractor, the hyperparameters were whether a pre-trained

model was used or not and if the parameters of the network were fixed during training or

not. For all hyperparameters, the fully connected layer matched the size of the output of

the LSTM model, meaning the number of LSTM layers and hidden units as well as if it

was bidirectional or not. Therefore, the final full network used 3072 input features and one

output. For the whole network, the batch size (1, 2, 4, and 8) and the learning rate (0.1,

0.01, 0.001, and 0.0001) were evaluated.

The neural network was implemented using PyTorch 1.11.0 (Paszke et al., 2019) and

CUDA 10.2 (NVIDIA et al., 2020) and trained for 30 epochs using the Adam optimizer

(Kingma and Ba, 2015) with a scheduled learning rate decay of 0.1 every 10 epochs. The

mean square error (MSE) was used as the loss function, and the best performing model was

saved for evaluation. The model training was conducted on a workstation with an AMD

Ryzen Threadripper 24-Core Processor with 64GB memory and an NVIDIA Titan RTX

GPU with 24GB memory.

2.2.6 Model Performance Evaluation

Because the seedling bed videos were separated into individual seedling drill videos, the

network was trained and tested on individual drill videos. During the evaluation, all drills
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of a plot were evaluated, and the results were summed to get the estimated seedling count

at the plot level. Given the two input modalities, three models were evaluated: RGB video

as input to the CNN+LSTM network (i.e., RGB CNN+LSTM), OF video as input to the

CNN+LSTM network (i.e., OF CNN+LSTM), and an average of RGB CNN+LSTM and

OF CNN+LSTM. MAPE was used to evaluate the performance of the models. Evaluations

were conducted for two different scales of measurement (plot level and unit level), using

MAPE. Additionally, the machine-derived stand counts were compared to the average result

that would be obtained by the nurseries if they had used the manual sampling-based counting

method (Wakeley, 1954).

2.3 Results

2.3.1 Manual Counting Statistical Analysis

Using the ground truth data collected, all possible outcomes of the manual sampling

of the seedling densities in the field were simulated to estimate a constant linear density of

seedlings across the unit. The distribution of the errors for the different combinations to

sample the field as well as the MAPE for such processes is presented in Figure 2.6. The

unit error distribution is centered on 0%, whereas the plot prediction resulted in a skewed

distribution with more extreme errors. The MAPE was 3.7% for unit-level prediction and

11% for plot-level prediction. However, the errors had a wide range, from -12% to 18% for

the unit-level prediction and from -60% to 30% for the plot-level prediction. The simulation

results show that there is clear spatial variability in seedling density within the beds. As a

result, sampling location can have an impact on inventory estimation.

2.3.2 Machine Counting Performance

The model-predicted stand count results were evaluated using MAPE and the coeffi-

cient of determination (R2) for plot and unit scales (Table 2.2). In addition, the results

from the machine-based counting were compared to the manual counting simulation. The
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Figure 2.6: Histogram of simulated errors of manual sampling-based seedling inventory prac-
tice when used to estimate (a) unit-level and (b) plot-level inventory for a nursery in Georgia
(USA).

sampling-based counting practice resulted in a plot-level MAPE of 11% and a unit-level

MAPE of 3.7%. All three CNN+LSTM models had smaller MAPEs at plot and unit levels

in comparison to the baseline counting practice. The average of the RGB CNN+LSTM and

OF CNN+LSTM models achieved the highest R2 of 0.42, with a plot-level MAPE of 8.3%.

However, OF CNN+LSTM achieved the lowest plot-level MAPE of 7.5%, a unit-level MAPE

of 1.4%, and an R2 of 0.41. Finally, RGB CNN+LSTM resulted in a plot-level MAPE of

9.4%, a unit-level MAPE of 3.2%, and an R2 of 0.33. The best deep learning-based model

improved the current plot-level error from 11% to 7.5%, representing an improvement of

3.5%, and in a unit-level from 3.7% to 1.4%, or an improvement of 2.3%.

Metric
Sampling-based

Counting
Deep Learning

Optical Flow RGB
RGB +

Optical Flow

Plot
R2 - 0.41 0.33 0.42
MAPE (%) 11 7.5 9.4 8.3

Unit MAPE (%) 3.7 1.4 3.2 2.3

Table 2.2: Counting results for different input streams. Counting column refers to the mean
counting result when the method from Wakeley (1954) is used.

In addition to the previously mentioned data, the results can be visualized by evalu-

ating the actual against predicted seedling counts per plot for the different models (Fig-

ure 2.7). OF CNN+LSTM (Figure 2.7a) had the highest slope (0.36), and lower intercept
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(188.6). While RGB CNN+LSTM (Figure 2.7b) had the highest intercept (246.4) with the

lowest slope (0.18). Also, being an average of the previous two, the (OF CNN+LSTM) +

(RGB CNN+LSTM) (Figure 2.7) also had an intermediate intercept of 217.5 and a slope of

0.27.

2.3.3 Spatial Density Mapping

From the predicted counts and their respective spatial locations in the field, spatial map-

ping of the seedling count or seedling spatial density map can be obtained. Figure 2.8 shows

the spatial maps of the stand count for ground truth (Figure 8a), the sampling-based count-

ing method (Figure 2.8b), the OF CNN+LSTM model (Figure 2.8d), the RGB CNN+LSTM

model (Figure 2.8e), and the average of the two DL models (Figure 2.8f), as well as their

respective error maps (Figure 2.8c and 2.8g-i).

The ground truth map shows that the spatial variability in stand count for different

beds in the field has significantly different seedling densities. A one-way ANOVA test of

stand count between the four beds concluded that those differences were significant (p-

value < 0.0001). The minimum and maximum values were 193 and 342 seedlings per plot,

respectively. The sampling-based counting method achieved a constant count per plot across

the field, and the errors varied from undercounting by 85 to overcounting by 63. The DL

models were evaluated using 4-fold cross-validation by the bed. OF CNN+LSTM achieved

a maximum overcounting error of 43 seedlings and a maximum undercounting error of 67

seedlings. RGB CNN+LSTM resulted in a maximum overcounting error of 48 seedlings and

a maximum undercounting error of 92 seedlings. Finally, averaging the two DL models led

to a maximum overcounting error of 46 seedlings and a maximum undercounting error of 79

seedlings. Again, averaging RGB CNN+LSTM and OF CNN+LSTM did not outperform

OF CNN+LSTM alone.
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Figure 2.7: Scatter plots of actual vs predicted stand count at plot level. (a) Optical Flow
(OF) as input for CNN followed by LSTM. (b) RGB as input for CNN followed by LSTM.
(c) Combining results from (a) and (b) with average value.

2.4 Discussion

Taking inventory during pine seedling production is vital for nursery management, but

it exposes the field workers to an unhealthy and demanding activity. Moreover, taking

inventory more regularly is not possible due to the labor-intensive method used, which can

take hundreds of person-hours to complete such a task using the current industry practice.

Therefore, being able to automate this process with accurate counting can alleviate labor

shortages and improve working conditions for field workers. In addition, automated seedling

inventory is likely to increase profitability for nursery production by reducing labor costs.

By performing the manual sampling-based stand counting, a nursery manager would

make an average error of 11% at the plot level and 3.7% at the unit level. However, the

extremes of those events are significant. For instance, the unit-level error would range from

-12% to 18%. The production could be overestimated by almost a third, which would provide

inaccurate information for the nurseries to set their prices and estimate their earnings.
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Figure 2.8: Comparisons of ground truth (GT), manual measurement, model-derived counts,
and respective errors. (a) Ground truth, manually counted. (b) Average outcome derived
from manual sampling-based counting. (c) Errors in estimating GT using manual sampling-
based counting. (d) Predicted counts using optical flow as input for Convolutional Neural
Network (CNN) followed by Long Short-Term Model (LSTM). (e) Predicted counts using
RGB as input for CNN followed by LSTM. (f) Combining results from “d” and “e” with an
average. (g) Estimation errors from model in “d”. (h) Estimation errors from model in “e”.
(i) Estimation errors from model in “f”.

30



The demonstrated deep learning models are trained in an end-to-end fashion. This ap-

proach requires less work (e.g., annotation and calibration) than its counterpart, component-

based systems, which also demand a larger number of design choices. Moreover, the end-

to-end model can potentially work for similar tasks by retraining the architecture with new

data.

All the proposed methods performed better than the current counting practice in every

metric evaluated. Figure 2.7 shows that the regression lines of the predicted plot-level count

are more horizontal than the optimal (i.e., the diagonal line), which indicates that the models

were not capable of extracting enough information to be able to predict counts that highly

deviated from the average value accurately. It may be due to the dynamic and complex

scene that has multiple sources of occlusion and fast-moving objects.

Further investigation into improving the feature extraction could improve the perfor-

mance significantly since the pre-trained models were trained on out-of-domain datasets and

the regression alone does not have strong labeling to help with learning. Pre-training the

backbone on a similar task as seedling detection or segmentation could aid in the extraction

of more relevant features. Moreover, self-supervised learning could make the pre-training

model learn more relevant features. For example, as demonstrated by the Barlow Twins

work (Zbontar et al., 2021), feature extractors can be trained to learn relevant features in

a label-free manner. Experiments to further inspect and demonstrate which features are of

interest to the neural networks to predict seedling count would help develop better architec-

tures that can lead to performance improvements. Moreover, other stream fusion techniques

such as early fusion, mid-fusion, and late fusion (Zhao et al., 2020) seem to have improved

similar tasks in video classification and may have the potential to improve our model’s ac-

curacy as well.

The current counting practice does not give any insight into the spatial distribution of

seedlings due to sparse sampling (e.g., one sample per bed). The proposed methods can

generate a spatial distribution of seedling density with a smaller MAPE than the current
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industry practice. It is important to notice that the stand count maps in Figure 2.8 have

different mean bed stand counts, and the model was able to capture that. A result of

the model’s training with 4-fold cross-validation using each bed as a holdout for each fold

demonstrates the ability of the model to generalize to different stand densities. Moreover,

with the use of a GPS unit, the accurate field location of seedlings can be captured to

generate spatially accurate maps of seedling density. Such a system can provide valuable

insights for nursery managers to identify problematic areas for precision crop management

and improve harvesting precision.

2.5 Conclusions

This study developed and evaluated a method for counting pine seedlings using videog-

raphy of mechanically pushed seedlings and end-to-end deep learning. The proposed CNN-

and LSTM-based regression network achieved MAPEs lower than the currently used manual

sampling-based counting practice. Specifically, using optical flow as model input achieved the

best performance with a MAPE of 7.5% at the plot level. But even the other models achieved

superior performances when compared to the current practice MAPE of 11.07%. The model

that used RGB video as input achieved a MAPE of 9.4%, and (RGB CNN+LSTM) +

(OF CNN+LSTM) resulted in a MAPE of 8.3%. The experimental results show that the

system could significantly increase the scale at which inventory on commercial pine seedling

nurseries can be taken and therefore accurately harvest seedling orders. Moreover, the

method shows the possibility of providing a spatial mapping of seedling density in the field

that can be further used for decision-making in precision nursery management.
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Sánchez Pérez, J., Meinhardt-Llopis, E., & Facciolo, G. (2013). TV-L1 optical flow estima-

tion. Image Processing On Line, 3, 137-150. https://doi.org/10.5201/ipol.2013.26

Shi, X., Chen, Z., Wang, H., Yeung, D.-Y., Wong, W.-K., & Woo, W.-C. (2015). Convolu-

tional LSTM Network: A machine learning approach for precipitation nowcast-

ing. Proc. 28th Int. Conf. Neural Information Processing Systems, (pp. 802–810).

https://doi.org/10.48550/arxiv.1506.04214

Simonyan, K., & Zisserman, A. (2014). Two-stream convolutional networks for action

recognition in videos. Proc. 27th Int. Conf. Neural Information Processing Sys-

tems - Volume 1, (pp. 568-576). https://doi.org/10.48550/arxiv.1406.2199

36



Soomro, K., Zamir, A. R., & Shah, M. (2012). UCF101: A dataset of

101 human actions classes from videos in the wild. arXiv:1212.0402.

https://doi.org/10.48550/arxiv.1212.0402

Sun, S., Li, C., Chee, P. W., Paterson, A. H., Jiang, Y., Xu, R.,... Shehzad, T. (2020).

Three-dimensional photogrammetric mapping of cotton bolls in situ based on

point cloud segmentation and clustering. ISPRS J. Photogramm. Remote Sens.,

160, 195-207. https://doi.org/10.1016/j.isprsjprs.2019.12.011

Tan, C., Li, C., He, D., & Song, H. (2022). Towards real-time tracking and counting of

seedlings with a one-stage detector and optical flow. Comput. Electron. Agric.,

193, 106683. https://doi.org/10.1016/j.compag.2021.106683

van Rossum, G., & Drake, F. L. (2009). Python 3 Reference Manual. CreateSpace.

Wakeley, P. C. (1954). Planting the southern pines. Washington, DC: USDA, Forest Ser-

vice.

Wu, X., Xu, B., Zheng, Y., Ye, H., Yang, J., & He, L. (2020). Fast video crowd

counting with a Temporal Aware Network. Neurocomputing, 403, 13-20.

https://doi.org/10.1016/j.neucom.2020.04.071

Xiong, F., Shi, X., & Yeung, D. Y. (2017). Spatiotemporal modeling for crowd counting in

videos. Proc. 2017 IEEE Int. Conf. Computer Vision (ICCV), (pp. 5161-5169).

https://doi.org/10.1109/ICCV.2017.551

Zbontar, J., Jing, L., Misra, I., LeCun, Y., & Deny, S. (2021). Barlow twins: Self-

supervised learning via redundancy reduction. In M. Marina, & Z. Tong (Ed.),

Proc. 38th Int. Conf. on Machine Learning, 139, pp. 12310-12320. Retrieved from

https://proceedings.mlr.press/v139/zbontar21a.html

37



Zhang, C., Kang, K., Li, H., Wang, X., Xie, R., & Yang, X. (2016). Data-driven crowd un-

derstanding: A baseline for a large-scale crowd dataset. IEEE Trans. Multimedia,

18(6), 1048-1061. https://doi.org/10.1109/TMM.2016.2542585

Zhao, Y., Man, K. L., Smith, J., Siddique, K., & Guan, S.-U. (2020). Improved two-

stream model for human action recognition. EURASIP J. Image Video Process.,

2020(1), 24. https://doi.org/10.1186/s13640-020-00501-x

38



Chapter 3

AN MMWAVE RADAR-BASED MASS FLOW SENSOR USING MACHINE

LEARNING TOWARDS A PEANUT YIELD MONITOR

Manuscript under review at Computers and Electronics in Agriculture

Rafael Bidese-Puhl1, Christopher Butts2, Matt Rewis3, Joseph McIntyre2, Jason Morris3,

Bennie Branch3, Yin Bao1

1 Department of Biosystems Engineering, Auburn University, Auburn, AL, USA

2 National Peanut Research Laboratory, USDA-ARS, Dawson, GA, USA

3 Kelley Manufacturing Co., Tifton, GA, USA

Highlights

• A novel millimeter-wave FMCW radar-based mass flow sensor for monitoring peanut mass
flow rate during harvest was developed.

• Machine learning models accurately predict mass flow rate from radar data in both research
and commercial settings.

• The sensor can provide real-time feedback for operator which can be used to reduce peanut
shelling.

• The developed pipeline can be extended to mass flow rate measurement of other harsh
environments in agriculture.

Abstract: A millimeter-wave FMCW radar-based mass flow sensor was developed to

monitor peanut mass flow rate during harvest. The radar sensor components can be placed

outside the abrasive flow in the pneumatic conveyor of a peanut combine. Two systems to

simulate the mass flow conditions of the field were used: one for research scale mass flow

rate using a retrofitted 2-row combine blower and one for commercial scale mass flow rate

using a modified 6-row combine. The ground truth for mass flow rate was obtained and
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the radar data used to get range-velocity image time-series. The datasets were generated

using a sliding window interval, samples were generated to train machine learning models

to predict mass flow rate from radar data. After evaluation of 5-fold cross validation, the

best performing models achieved an RMSE of 0.14 kg/s (19 lb/min) and a sMAPE of 15 %

while having an R2 of 0.85 for the research-scale combine and an RMSE of 0.52 kg/s (69

lb/min) and a sMAPE of 10 % while having an R2 of 0.71 for the commercial-scale combine.

Moreover, the sensor can provide the combine operator with information about the velocity of

the peanuts to adjust the air pressure of the pneumatic conveyor to reduce undesired peanut

shelling. The mass flow measurement results are promising. Further field investigation is

necessary to evaluate the effects of noise caused by combine movement, foreign materials,

peanut varieties, moisture content, and soil type.

Keywords: Machine Learning, Mass Flow Sensor, Peanut, Radar, Yield Monitor.

3.1 Introduction

A yield monitor mounted on a combine, together with a global positioning system (GPS)

allows the generation of yield maps that are used for identification of crop performance issues

in the field that can be further investigated and possibly mitigated through management

practices. Yield monitors for major crops such as corn, soybean, and cotton have already

been widely commercialized, but many crops still do not have a reliable system to monitor

harvest. Economic relevance is a major factor for why certain crops to have more developed

technologies. Field conditions during harvest make the development of sensors for certain

crop production systems even more challenging. During the harvest of peanuts, it is common

for foreign materials (e.g. soil, vines, rocks, etc.) to run through the pneumatic conveyor

in the combine. This makes the environment inside the air duct of the pneumatic conveyor

harmful for components that are fragile. For instance, optical systems that have lenses

or sensors inside the duct must employ strategies to reduce wearing of the parts due to

the abrasive nature of the environment, but they are not enough to withstand this harsh
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environment for long periods of time. Other load cells-based systems have been tested in

the field but provide low spatial resolution, making management practices less accurate.

Some of the peanut yield monitors developed employed load cells mounted to the com-

bine basket. Vellidis et al. (2001) developed a system for production scale with errors in

the range of 5% for loads from 1,567 to 5,420 kg, but the yield map generated is noisy due

to the movement of the combine as it traverses across the field. Kirk et al. (2012) devel-

oped a system capable of measuring cumulative weights of small research plots. Due to the

low spatial resolution and high accuracy (Porter et al., 2020) suggests that load cell-based

systems can be used as calibration checking for other systems. Optical-based systems were

also developed by several works (Porter et al., 2017; Porter et al., 2020; Rains et al., 2005;

Thomasson et al., 2006). In general, they require field-specific calibration and devise multi-

ple techniques to extend working time before the internal optical components get damaged

by the harsh environment of the pneumatic conveyor in the combine. Rains et al. (2005)

after correcting measurements for moisture content and adding specially design deflector in

the pneumatic conveyor to mitigate effects of foreign materials reported a mean absolute

error in load weight of 3.2% to 9.4% for different fields using loads varying from 600 kg to

3,000 kg for evaluation. Thomasson et al. (2006) developed and tested an optical system

adapted from cotton yield monitor using near-infrared light emitting diodes (Figure 3.1a).

The optical system achieved R2 up to 0.96 for field data harvesting loads of 500 to 3,000 kg,

but problems with dirt buildup in days with high moisture content were reported. Moreover,

this study performed tests for small batches (i.e., 25 kg) using different durations to run it

through the sensor to evaluate linearity of the sensor and achieved R2 of 0.84 when using the

dumping time as reference for signal processing and an increased R2 of 0.97 when the sensor

readings were used to determine the dumping time. Porter et al. (2017) performed exten-

sive field evaluation and calibration of the optical system, which demonstrated issues with

damages in the lenses that deteriorated performance. After installing a deflector for small

pebbles, the damage was reduced but still present during harvest such that compensation
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Figure 3.1: Existing approaches for peanut yield monitoring. (a) Optical system adapted
from cotton yield monitor (Thomasson et al., 2005). (b) Extensive field evaluation of the
optical system demonstrated issues with damages in the lenses that deteriorated performance
(Porter et al., 2017). (c) Addition of a deflecting plate into the system to reduce damaging
on the optical system (Porter et al., 2020). (d) Impact plate-based yield monitor using a
compensation for air speed in the pneumatic conveyor (Free et al., 2014).

for certain data points were necessary up to 25% to generate yield maps (Figure 3.1b). The

study presents results for different fields and demonstrated that there is a need to perform

field-specific calibrations, otherwise the R2 can be reduced to 0.80. Though, their individual

field calibration had small number of samples to be able to generate a good prediction model.

Porter et al. (2020) added a deflecting plate into the system using a retrofitted AgLeader

cotton yield monitor sensor pair that achieved 11% error with a model calibrated for the

same peanut variety (Spanish) and up to 25% for different peanut varieties (i.e., calibrated

with Spanish and evaluated in Runner) (Figure 3.1c). Their system would report to the

operator when the optical sensors had to be cleaned to maintain performance. Free et al.

(2014) adapted an impact plate-based yield monitor for grains and compensated for the dif-

ferent air speeds in the air duct due to different field loads by using a pressure sensor in the

pneumatic conveyor and achieved an R2 of 0.83 and an mean absolute error of 6.6% with a

standard deviation of 5.3% with 7 loads of 2,300 to 3,175 kg and one load of 1,600 kg (Figure

3.1d).
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Downey et al. (2010) used different methods for specialty crops yield measurement

(e.g., mass flow rate measurement, batch weighting, and cumulative weighing) are presented

focusing mostly on different configurations of load cell systems. Though, more recently with

the development and availability of modern technologies and perception sensors, different

modalities of radio detection and ranging (radar) started to be incorporated into precision

agriculture systems. Longchamps et al. (2022) reviews several modern approaches for yield

estimation, including radar. Ultra-wideband (UWB) radar systems and ground penetrating

radar have been used as a non-contact proximal sensor to estimate yield of a variety of crops

that grow under the ground (potato, manioc, sugar beet). Konstantinovic et al. (2008)

used UWB radar to detect the location of sugar beets. It was reported that there was an

80% correlation between the biomass of beets and the backscattered energy and above 90%

accuracy in visual detectability of beetroot when using radargrams. It was also suggested

that the method could be further improved using machine vision techniques to process the

radar signal. Radar sensors have also been used in the agriculture for mapping plant vigor in

vineyards. Henry et al. (2019) demonstrated a radar-based system that scanned the canopy

to estimate the biomass of grapes. Although exploratory, the proposed approach detected

most grapes in the scene of interest, even if the grapes were partially or totally occluded,

hence overcoming the limitation of current optical sensors that require the visibility of all

or parts of the objects of interest. Moreover, because of the small wavelength of the radar

and the size of the dust particles in the environment, the radar signal would be minimally

be affected by the presence of dust. Finally, the radar sensor can be packaged in a dustproof

enclosure that can withstand the harsh harvesting environment.

Currently, there is no commercially available peanut yield monitor from peanut combine

manufacturers and agricultural technology companies. To comply with such environment, a

non-contact measurement of the yield is of need. Given the success of radar sensors in object

detection (Henry et al., 2019; Konstantinovic et al., 2008), we propose to use a frequency

modulated continuous wave (FMCW) millimeter-wave (mmWave) radar to measure mass
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flow rate of pneumatically conveyed unshelled peanuts. A data-driven approach was investi-

gated to model the relationship between the radar image signature to a given mass flow rate.

To handle the high-dimensional radar range-velocity image, machine learning models are

employed to perform the modeling task. The specific research objectives were to: (1) collect

mmWave radar data from pneumatically conveyed peanuts at different mass flow rates, and

(2) evaluate the performance of multiple machine learning models for prediction of peanut

mass flow rate from the radar data.

3.2 Materials And Methods

Two systems were developed to evaluate commercial mmWave radar sensors for mea-

suring mass flow rate of pneumatically conveyed peanuts. First, a system using a 2-row

combine configuration to evaluate the sensor under low mass flow rate conditions to emulate

research scale trials. Then, the second system was based on a modified commercial 6-row

combine to evaluate the system under conditions closer to the on-farm application. The

two systems employed different sensors and strategies for calibration, but shared the same

modeling pipeline.

3.2.1 Data Collection Setup

2-row Combine

A pneumatic conveyor of a 2-row peanut combine was retrofitted to simulate varying

peanut flows in an air duct during harvest at the USDA-ARS National Peanut Research

Laboratory in Dawson, GA, USA. The pneumatic conveyor consisted of a blower fan (A4A,

The Lima Electric Motor Co., Inc, USA), a variable frequency driver (VFD) (E-TRAC

WFCHT Series, TB Wood, USA) for fan speed control, and an air duct. An overhead bin

was placed on top of the frame that supported the pneumatic conveyor. A gate at the bottom

of the bin was manually controlled to vary the amount of peanuts falling into the air duct.

Different peanut mass flow rates were generated by changing the blower fan speed and the
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gate opening. Peanuts coming out of the pneumatic conveyor entered a second bin on the

floor. After the overhead bin was empty, the two bins were swapped using a forklift. The

same batch of farmers’ stock peanuts were reused during the experiment. A section of the air

duct was replaced by an acrylic duct with the same internal dimensions (203.2 mm × 152.4

mm) as the air duct for the radar sensor to collect signals from the peanut flow, since the

radio frequency signal can go through plastic but not metallic materials. An industrial floor

scale (BT-FC-6060-10-CL, B-TEK Scales, USA) was placed under the system to measure

the mass of peanuts leaving the system. The mass flow rate was calculated as the absolute

rate of change of the scale measurements. A laptop (S410 G3, Getac, Taiwan) was connected

to an mmWave radar (AWR2243BOOST, Texas Instruments, USA) via a data acquisition

card (DCA1000, Texas Instruments, USA) to control the boards and record the raw readings

from the radar. The same laptop was connected to the industrial scale via RS-232 to record

the scale readings. Figure 3.2 shows both a diagram and a picture of the described system.

An industrial scale (BT-FC-6060-10-CL, B-TEK Scales, USA) was used to measure the

ground truth mass flow rate. This scale provides an accuracy of 0.02% and works at a range

from 1 to 3,535 kg. In addition to a display, the scale was configured to output the mass

readings through a serial port using fixed length comma separated string at 10 samples per

second. Those values were read and stored in a csv file for post-processing.

6-row Combine

A commercial 6-row peanut combine (Model 7406, Kelley Manufacturing Company,

Tifton, GA, USA) was retrofitted to recirculate a peanut load between its tank and pneumatic

conveyor. Specially, the tank was cut open at the bottom side and an electronically controlled

conveyor belt was mounted under the tank to feed peanuts from the tank to the inlet of the

pneumatic conveyor. The blower fan conducts the peanuts through the pneumatic conveyor

back to the overhead tank. To acquire the radar data, a vertical section of the air duct was

replaced by an identical part manufactured with a 5 mm acrylic sheet. The conveyor that
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Figure 3.2: Data collection setup. A variable frequency drive (VFD) controls the fan speed;
A gate controls the flow of peanuts into the air duct; an industrial scale is used to measure
the peanut mass that is being discharged; the peanut flow through a plastic section in the
mental air duct for the radar sensor to capture the peanut flow. A rugged laptop is used to
control the radar and acquire data. (a) diagram (b) picture.

feeds the peanuts to the inlet of the duct was calibrated beforehand to produce a constant

predictable mass flow rate. The calibration procedure was performed by placing a plastic

container under the output of the conveyor belt. A laser sensor was installed in the container

to detect when the peanuts start flowing to the container and when the peanuts stop flowing,

allowing for accurate measurement of the flow duration. Before the container was full, it was

removed from the conveyor belt output and weighted. To perform this calibration, 11 points

were measured and then a linear regression was used to calibrate the relationship between

conveyor speed and mass flow rate.

A standalone radar acquisition system was developed for this setup to serve as a yield

monitor prototype (Figure 3.3). An compact radar development kit (IWR6843AOPEVM,

Texas Instruments, USA) controlled by Raspberry Pi 4 Model B (Raspberry Pi Foundation,

England) was employed for data collection (Figure 3.3b). The Raspberry Pi controls and

reads the data from the radar through a Universal Serial Bus (USB) interface and records

the data. The Raspberry Pi was configured to act as a Wi-Fi access point and serves a web

interface (Figure 3.3a) that allows the operator to start, monitor, and stop acquisition of the
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Figure 3.3: Prototype developed for 6-row combine experiments. (a) web interface. (b) radar
system. (c) system mounted to the 6-row combine.

radar data, and transfer the collected data to a flash drive for further processing. Figure

3.3c shows the prototype mounted to the 6-row combine for data collection.

3.2.2 mmWave FMCW Radar

An mmWave radar sensor transmits frequency-modulated continuous waves (i.e., chirps)

to the target environment using transmitting (TX) antennas, and the reflected signals from

objects are captured by receiving (RX) antennas (Yadav et al., 2022). The specific pa-

rameters of those chirps translate into practical dimensions, ranges, and velocities that the

sensor can measure. The chirp parameters shown in Table 3.1 were obtained by using the

mmWave Sensing Estimator tool provided by Texas Instruments, which resulted in the scene

parameters presented in Table 3.2. The chirp parameters were configured to maximize radial

velocity without losing range resolution while maintaining a maximum radial velocity that

is compatible with the expected scene. For both systems, the radar was placed pointing

orthogonally to the duct at 0.635 m (24 in) from the duct.
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Scene parameters 2-row combine 6-row combine
Maximum range (m) 4.96 12
Minimum range (m) 0.5 0.5
Range resolution (mm) 38.8 48.9
Maximum radial velocity (m/s) 8.6 8.3
Velocity resolution (m/s) 0.27 0.27

Table 3.1: Radar scene parameters for the two radar systems.

Parameter
2-row combine
(AWR2243)

6-row combine
(IWR6843)

Frequency range (GHz) 76 – 81 60 – 64
Bandwidth (MHz) 4537.65 4000
Frequency slope (MHz/µs) 90.33 96.37
Idle time (µs) 7 7
ADC samples 124 97
Sample rate (ksps) 3000 3000
Ramp end time (µs) 50.23 41.23
Chirps per frame 62 62
Frame period (ms) 10 (100 Hz) 200 (5 Hz)

Table 3.2: Radar chirp parameters for the two radar systems.

Radar Data Processing

The time domain signals collected by the radar were digitized and saved for off-line pro-

cessing. The post-processing included performing sequentially a one-dimensional (1D) Fast

Fourier Transform (i.e., range-FFT) to generate range-time images then a two-dimensional

(2D) FFT (i.e., velocity-FFT) to generate range-velocity images. In a range-velocity image,

the x-axis represents the radial velocity of particles, where a negative velocity means that

an object is moving towards the radar and a positive velocity is an object moving away from

the radar. The y-axis represents the distance that an object is from the radar. Moreover,

the pixel values represent the strength of the signal that the radar receives from an object

at a given distance moving at a given radial velocity. The x-axis spans over the possible

velocities that the radar configuration can detect with steps of the size of the radar velocity

resolution and similarly the y-axis for the range values and range resolution.
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Figure 3.4: mmWave Radar working principle. (a) Scene inside the pneumatic conveyor.
(b) Equivalent expected range-velocity image (c) examples of radar data collected for three
different mass flow rates.

In this specific application, the radar data collection was arranged for sensing peanuts

flying through the acrylic duct section of the pneumatic conveyor as shown in Figure 3.4.

In Figure 3.4a, the duct with the radar positioned orthogonally to it can be seen. A peanut

pod moving from left to right with a linear velocity V1 will be seen by the radar as an

object with a radial velocity VR1 at a distance R1 relative to the radar as demonstrated in

Figure 3.3b. As this object moves from the left side to the right side of the radar, it will also

appear in a different position in the range-velocity map. For instance, if it follows a linear

trajectory, it will follow a u-shaped trajectory in the range-velocity map. The intensity of

the pixels on the range-velocity map is relative to the radio-frequency reflection from the

object. When multiple objects are moving at the same time, the intensities of the pixels in

the range-velocity image overlap each other and thus separating individual objects becomes

infeasible. For reference, Figure 3.4c shows different mass flow rates and their respective

range-velocity images collected on the 2-row combine system that will be described.

3.2.3 Data Collection

2-row Combine

A dataset was built by collecting radar and scale measurements at different levels of

fan speed and peanut input gate opening. The blower fan was controlled with a VFD and
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different values of frequency were used. Based on preliminary tests, 60, 70, 80, and 90 Hz

output from the VFD were chosen as representatives of the range of air velocities for a 2-row

combine harvesting peanuts in the field. To control the input of peanuts into the duct, the

gate of the overhead peanut bin was used to control the peanut flow into two discrete relative

amounts, low and high. The low peanut intake was set as to the smallest gate opening that

the peanut flow would be constant, and the high peanut intake was set as the highest peanut

flow that the fan speed could sustain without the peanuts accumulating in the air duct and

breaking the flow. With the combination of fan speed and peanut intake, a wide range of

uniformly distributed mass flow rates in the duct were generated. Each repetition of data

acquisition lasted 2 minutes and is called a trial. Moreover, for each of the trial configuration,

three separate acquisitions were done to ensure that the variations of the gate opening and

the weight of the peanut column were not influential to the data. Therefore, given four fan

speeds, two gate openings, and three repetitions, a total of 24 trials were conducted.

6-row Combine

A second dataset was built by collecting radar data at different conveyor belt speeds

to adjust the mass flow rate of the 6-row combine system. Using the calibrated model for

conveyor belt speed and peanut mass flow rate, different mass flow rate levels were chosen

to collect the data based on the expected commercial field operation, ranging from 2.1 to 6.1

kg/s (279 to 811 lb/min) at an approximate increment of 0.11 kg/s (15 lb/min). The data

collection process followed by starting the peanut mass flow. As soon as the flow became

stable, the radar data acquisition was performed for 10 seconds using the web interface.

3.2.4 Data Pre-Processing

Data pre-processing for the two systems (2-row and 6-row) were different due to the

different specifications of the two data acquisition systems. The radar sensor used in the

2-row system does not perform any onboard computing of the radio signals, while the one
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used in the 6-row system computes the range-velocity image onboard. The ground truth for

the 2-row system came from the industrial scale data, while the ground truth for the 6-row

system comes from the calibrated conveyor belt feed system.

2-row Combine

The raw data from the radar system were pre-processed using the mmWave Studio

(Texas Instruments, USA) to parse the radio-frequency signals collected during acquisition

into a binary file. Subsequently, a MATLAB script available at mmWave Studio (Texas

Instruments, USA) was used to convert the binary file into a standardized radar data format,

a radar cube. Furthermore, the radar cube was processed using the OpenRadar library (Pan

et al., 2019) to generate a video where the radar frames were converted into range-velocity

images. A region of interest (ROI) was determined at the ranges from 0.4 m to 1 m given

the minimum working distance of the radar and the location of the air duct relative to

the radar. The scale and radar data were not synchronized during acquisition, Figure 3.5

shows the alignment pipeline employed in this work. After each trial started, the scale data

acquisition was started before the radar acquisition. Once the 2-minute radar acquisition was

completed, the scale acquisition was stopped. So, a lag needed to be added to the radar data

so that it matches the scale data. To identify that lag, the radar video was down-sampled

to match the sampling rate of the scale, the mean pixel value in the ROI of each frame

was calculated to generate a 1D time-series that represented the range-velocity image. In

this case, the mean pixel value acts as a hand-engineered feature to enable the data-driven

alignment. Moreover, the derivative of the weight was calculated and since this operation

can result into noisy signal, the derivative was further smoothened with a 1 second moving

average. Finally, cross correlation was used to find the best alignment between the two data

time-series. The position at which the absolute value of the correlation was highest was

assigned as the best alignment between the mass flow rate and the range-velocity image.
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Figure 3.5: Alignment pipeline for the scale and radar data of the 2-row system.

There were two main sources of noise during the data acquisition. First, for the low flow

gate opening configuration, sometimes the peanuts would stop flowing requiring the peanut

bin to be shaken to force the peanuts to flow. Second, when attempting to get the maximum

peanut flow from the blower fan the lift capacity would be exceeded and peanuts would

accumulate in the duct. The trials that had excessive noise were removed from the dataset.

Additionally, there were inconsistencies in the beginning and at the end of the trials, and

the each trial dataset were trimmed to reduce noisy ground truth data.

3.2.5 Dataset

Two separate datasets were generated from the two systems using the same process

after the mass flow rate and range-velocity data were obtained. To formulate a dataset for

a supervised machine learning task, the mass flow rate data and range-velocity video were

partitioned into pairs of samples using a 3-second sliding window with a 0.5-second overlap.

Within each window, the average range-velocity image (X) and the average mass flow rate

(y) were calculated. This dataset was further separated using a 5-fold cross validation scheme

where 20% of the data was held out for model evaluation and the model was trained using

the remaining 80% of the data. For the 2-row combine dataset, this resulted in 2416 training

samples and 471 evaluation samples in each fold and for the 6-row combine dataset there

were 228 training samples and 57 evaluation samples per fold. This dataset partition scheme
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Figure 3.6: Dataset preparation. K is the number of trials, N is the number of samples, X
is the input to the machine learning models, and y is the scale-derived mass flow rate.

ensured that the folds had a constant number of samples and evaluation across them was

balanced. The dataset preparation is illustrated in Figure 3.6. Finally, the model evaluation

results were averaged across all 5 folds.

3.2.6 Model And Evaluation

Different machine learning regression models were trained and evaluated. The models

evaluated were linear regression, k-neighbors regressor, random forest regressor, support

vector regressor with linear and radial basis function kernels, and a multi-layer perceptron

regressor. As shown in Figure 3.7, the region of interest (ROI) on the range-velocity image is

extracted based on the physical dimensions of the system, the ROI pixel values are flattened

into a 1D vector, the models are trained to predict instantaneous mass flow rate and the

results are evaluated. Background cancellation was also evaluated if it could improve the

performance of the models. Background cancellation was implemented such that the average

range-velocity image for zero mass flow rate was subtracted from the average image of each

sliding window.

The models were evaluated by how well they can predict instantaneous mass flow rate

using root mean squared error (RMSE), coefficient of determination (R²) and symmetric

mean average percent error (sMAPE).
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Figure 3.7: Model training and evaluation pipeline. The region of interest (ROI) on the
range-velocity image is extracted based on the physical dimensions of the system, the ROI
pixel values are flattened into a one-dimensional vector, the models are trained to pre-
dict instantaneous mass flow rate and the results are evaluated using root mean square
error (RMSE), coefficient of determination (R2), and symmetric mean average percent error
(sMAPE).

Figure 3.8: Distribution of mass flow rate values in the trials used in the 2-row dataset. The
bars represent the mean mass flow rate and the error bars are at one standard deviation of
the values distribution.

3.3 Results

3.3.1 Dataset Collection

For the 2-row system, a total of 24 trials were acquired with average mass flows varying

from 0.11 to 1.51 kg/s (15 to 200 lb/min). After removing four trials with excessive noise and

trimming trials with errors in the beginning and at the end of the acquisition, the dataset

consisted of 20 trials that were used for model training and evaluation. Figure 3.8 shows a

bar plot with the 20 trials used for the dataset, the bars indicate the average mass flow rate

in that trial and the error bars are one standard deviation of the mass flow rate distribution.
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Figure 3.9: Alignment example and magnitude of pixel intensity correlated to mass flow rate
for a trial collected with VFD at 70 Hz and gate opening low. (a) Scale measurements for
the trial. (b) Mass flow rate calculated using the derivative of the scale and the average pixel
value of the radar frame used for alignment.

A sample synchronized trial that was maintained in the dataset is presented in Figure

3.9. Specifically, this is a trial where the VFD was configured at 70 Hz and the gate configu-

ration was for low peanut input. Figure 3.9 shows two dominant mass flow rate periods. The

first period was at 0.28 kg/s (37.5 lb/min), at the 100s mark, the peanuts stopped flowing

into the air duct and the operator had to intervene. At that moment, the ROI pixel intensity

value dropped severely, demonstrating no flow in the duct and after the intervention (i.e.,

further opening the gate), higher flow of 0.9 kg/s (120 lb/min) was produced. Figure 3.9

also shows that the alignment between the scale-derived mass flow and radar-derived time

series, showing that the lag value derived from the alignment process is accurate.

To calibrate the conveyor belt system used to feed peanut mass to the pneumatic con-

veyor, 11 calibration samples were collected, from 23 to 30 kg (51 to 66 pounds) and with

4.4 to 13.9 seconds resulting in the calibration curve presented in the Figure 3.10c. To build

the 6-row combine dataset, 35 trials were acquired for mass flow rate values from 2.3 to 6

kg/s (300 to 800 lb/min). Because the ground truth mass flow rate is determined based on

the conveyor calibration model, there is no need to align the two signals temporally. Figure

3.10b shows the mean pixel value and the target mass flow rate for all trials.
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RMSE
(kg/s)

RMSE
(lb/min)

R2 sMAPE
(%)

Linear Regression 0.19±0.04 25±5 0.75±0.1 24±7
K-Neighbors Regression (n=50) 0.14±0.04 19±5 0.85±0.1 15±5
Support Vector Regression (Linear) 0.17±0.04 23±6 0.79±0.13 20±4
Random Forest Regression 0.16±0.02 21±3 0.83±0.11 19±5
Support Vector Regression (RBF) 0.22±0.02 30±3 0.65±0.11 28±4
Multi-Layer Perceptron Regression 0.15±0.05 20±7 0.85±0.11 19±5

Table 3.3: Model comparison results for the 6-row combine dataset. Results are an average
of 5-fold cross validation and the 95% confidence interval. Values in bold are overall best
results.

3.3.2 Mass Flow Rate Prediction

2-row Combine

Table 3.3 summarizes the results for the fitted models for the 2-row dataset. K-neighbors

regressor obtained the lowest RMSE of 0.143 kg/s (19 lb/min) and the lowest sMAPE of

15%. While multi-layer perceptron obtained similar R2, its RMSE and sMAPE were higher.

Figure 3.11 shows scatter plots for the training (Figure 3.11a-e) and test (Figure 3.11f-j)

sets for the 5 folds for the best performing model. For the best performing fold (fold 3), the

training RMSE is 0.13 kg/s (17 lb/min), R2 is 0.88 and sMAPE is 16% and the test yielded

an RMSE of 0.13 kg/s (17 lb/min),R2 is 0.89 and sMAPE is 14.35%. Figure 3.11h and 3.11j

shows flows noisy ground truth data around 1.1 kg/s (150 lb/min), where the predicted value

is constant and the ground truth varies largely.

6-row Combine

Table 3.4 summarizes the results for the fitted models for the 6-row dataset. Random

forest regressor obtained the lowest RMSE of 0.52 kg/s (69 lb/min) and the lowest sMAPE

of 10%, while k-neighbors regressor obtained the next best RMSE but with worse R2 and

sMAPE. The support vector machine with radial basis function kernel and the multi-layer

perceptron models performed the worst and yielded R2 values worse than random guess.

Figure 3.12 shows scatter plots for the training (Figure 3.12a-e) and test (Figure 3.12f-j)
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Figure 3.10: 6-row combine dataset visual summary. (a) histogram of ground truth mass
flow rate values in the trials for the 6-row combine dataset. (b) sorted average pixel value
and the ground truth mass flow rate. (c) conveyor belt calibration rotation-per-minute to
peanut mass flow (kg/s) for the 6-row combine system.
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Figure 3.11: Scatter plot from train (a-e) and test (f-j) for 5 folds of k-neighbors regressor
in the dataset captured from 2-row combine system. (a) and (f) fold 1, (b) and (g) fold 2,
(c) and (h) fold 3, (d) and (i) fold 4, (e) and (j) fold 5.
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RMSE
(kg/s)

RMSE
(lb/min)

R2 sMAPE
(%)

Linear Regression 0.65±0.17 86±23 0.57±0.44 12±2
K-Neighbors Regressor (n=50) 0.59±0.3 78±40 0.65±0.33 12±4
Support Vector Regression (Linear) 0.65±0.17 86±23 0.57±0.42 12±2
Random Forest Regressor 0.52±0.26 69±35 0.71±0.30 10±3
Support Vector Regression (RBF) 1.2±0.79 162±103 - 29±18
Multi-Layer Perceptron Regressor 1.8±1.47 238±195 - 41±36

Table 3.4: Model comparison results for the 6-row combine dataset. Results are an average
of 5-fold cross validation at the 95% confidence interval. Values in bold are overall best
results.

sets for the 5 folds for the best performing model. For the best performing fold (fold 3),

the training RMSE is 0.13 kg/s (17 lb/min), R2 is 0.88, and sMAPE is 16%. The best

performing fold on the test set yielded an RMSE of 0.13 kg/s (17 lb/min), R2is 0.89 and

sMAPE is 14.35%.

3.4 Discussion

3.4.1 Data Collection

This work presented two systems that can generate specific mass flow rate values of

pneumatically conveyed peanuts for commercial mmWave radar sensors to accurately collect

data. Ideally, the system would be configured to produce a constant mass flow so that the

sensor can collect accurate data. Though, for lower flow configurations in the 2-row system,

the peanut flow would be eventually be interrupted by the peanuts not sliding down the

overhead bin. To get the peanuts to flow again, the operator would have to touch the system

to open the gate or move the peanuts and force them to flow again. That intervention

can be noticed in the variations of the scale readings. One of its effects is that while the

peanuts is are flowing, the scale derived mass flow rate results in a negative value. These

effects contributed negatively to modeling the mass flow because it added noise into label

(scale weight) and therefore the models performed worse with conflicting information in the

dataset.
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Nevertheless, the different combinations of gate opening and fan speed were able to

produce a variety of mass flow values as designed. Figure 3.8 shows that the mean and

standard deviation of the scale-derived mass flow varied significantly, but were able to main-

tain the intended trend to increase and provide a wide range of mass flow rates to train the

model and evaluate the sensor. Moreover, Figure 3.9 shows the effectiveness of the proposed

alignment algorithm and exemplifies the issues mentioned before about the noise added by

the operator. This trial started with a low flow. Then when the flow was interrupted, the

operator had to intervene and accidentally interfered with the scale readings. When the

operator opened the gate wider, a higher flow was measured.

This noise added by the operator could be avoided with a different design in the data

collection system. For instance, an auger could be used to feed peanuts to the duct and the

speed of the auger could be controlled to manipulate different mass flow rates. A system

using an auger to feed the peanuts would be able to provide controlled mass flow and once

calibrated with a scale, the scale would not be necessary during the radar data collection.

The 6-row system implemented a similar strategy to feed peanuts from a calibrated

conveyor belt system. Figure 3.10 showed that it was possible to produce a wide range of

mass flow rates, but it also shows less increase in the mean pixel intensity near the upper

limit of the mass flow range. During the data collection it was noted that when the conveyor

belt was running at higher speeds, the mass flow rate was not increasing accordingly due to

mechanical issues with the conveyor belt attachment to the combine. Moreover, it was also

detected that at a range from 3.8 to 4.9 kg/s (500 to 650 lb/min) the pixel intensities are

noisy, which may suggest unstable peanut mass flow rates in that range.

3.4.2 Mass Flow Rate Prediction

Due to the low number of samples in the datasets, it was expected that large deep

learning models would not be able to perform well. Also, because of the structure of the

data being an image generated from the range-velocity map from a radar system, using
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Figure 3.12: Scatter plot from train (a-e) and test (right column) for 5 folds of random forest
regressor in the dataset captured from 6-row combine system. (a) and (f) fold 1, (b) and (g)
fold 2, (c) and (h) fold 3, (d) and (i) fold 4, (e) and (j) fold 5.
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a pre-trained model would not yield a good result. To obtain satisfactory performing in

transfer learning, the model has to be pre-trained in a similar task, with similar dataset.

Table 3.3 showed results for the machine learning models for the 2-row dataset. K-

neighbors regression achieved the best performance while support vector regression with

radial basis function kernel performed the worst. It is known that linear methods like linear

regression is sensitive to outliers whereas k-neighbors regression with a large number of

neighbors smoothens the effect of noisy labels and outliers. For the 2-row dataset, the test

folds 4 and 5 were highly influenced by some predictions around 0.13 kg/s (150 lb/min) but

the corresponding labels varied widely. This is yet again another instance of a constant flow

inside the duct, but the scale system detected a change in the weight due to an operator

interference. Previous studies adapted sensors that were developed for other crops, in this

work a sensor was designed to specifically target the harsh environmental conditions of

peanut harvesting. Also, the developed sensor predicts instantaneous mass flow rate and

can integrate this predicted values to produce a yield estimate.

Table 3.4 showed results for the machine learning models for the 6-row dataset. Random

forest regression achieved the best performance while multi-layer perceptron performed the

worst. For the 6-row combine dataset, the test folds 4 and 5 had the worst performance,

including a R2 that yielded a worse performance than random guess. This is potentially due

to the instable mass flow rate generated at ranges around 3.4 to 4.9 kg/s (450 to 500 lb/min)

by the conveyor belt system. An improved design of a peanut feeding system that provides

more stable peanut flow cross the entire operating range is expected to provide higher quality

calibration data, which subsequently improves mass flow rate prediction.

Thomasson et al., (2006) presented results that are comparable to this study. While

evaluating the linearity of their optical sensor for different mass flow rates, a 13 kg bucket was

emptied through the sensor in different amounts of duration. Their results show a R2 of 0.85

when the dumping time was used as reference and a R2 of 0.95 when the sensor signal timing

was used as reference. That indicates that there is noise in the sensor, since the response of
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the sensor should be none when no peanut flow was present, which suggests that the sensor

accumulated values even when the mass flow was zero. That effect is similarly present in our

system, therefore after integrating the mass flow rate, there would be a bias component in

our predicted weight. Though, a field-specific calibration can adjust the reading to remove

the offset.

Porter et al. (2017) presented calibration curves for yield prediction using a cotton yield

monitors for peanut. However, only calibration results were presented and the calibrated

model was not further tested with field data. Moreover, the study only presents 9 data points

in different fields, which makes it difficult to assess the statistical validity of them. Moreover,

they reported problems such as dust buildup and scratches in the sensor lenses and the need

for manual compensation of the data. Nevertheless, they presented high-resolution yield

maps that could potentially be used for zone management within a precision agriculture

approach.

This work has the potential to allow for an in-house pre-calibration that can perform well

due to the functioning principle of the sensor that measures the speed and, indirectly, mass

of peanuts going through the pneumatic conveyor. Furthermore, better in-field performance

can be achieved by combining this study with the system developed by Vellidis et al. (2001).

The radar-based sensor can measure mass flow during harvest and when the combine tank

is full it can be dumped into a cart with a scale system. The information from the scale can

be used to confirm and/or adjust retroactively the values measured by the sensor developed

in this study.

Additionally, this system can address another challenge during the peanut harvest re-

lated to peanut shelling. When the peanut basket is empty, if the peanut pods hit the back

of the cage too fast, the peanut shell can break and release the kernels. That is one of the

factors that impact peanut quality at the buying points. Nowadays, the operators visually

assess if the peanut pods are reaching the basket and breaking, he/she will adjust a damp-

ener that reduces the air speed in the duct. From the range-velocity image acquired by the
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radar, it is possible to extract a measurement of the peanut pod’s velocity and allow for

better air velocity control. The operator can have a feedback from the radar to adjust to

the desirable peanut speed or a control system can be developed to automatically control

the damping system based on the velocity signal extracted from the range-velocity image.

3.4.3 Potential Use For Other Applications

This study evaluated the use of an mmWave radar to perform mass flow sensing targeting

the development of a peanut yield monitor, however, the sensor can be used for other crops

or applications. For instance, to develop yield monitor for other nuts or even measure mass

flow of solids in other fields of study (e.g. feed, forestry products, pellets). To diversify

the use of such technology to different applications a significant improvement would involve

developing mathematical models that can predict the scene in front of the radar based on

the sensor reading. The models to compute the mmWave FMCW radar signals, range-FFT,

and range-velocity images have already been developed, but the inverse problem has not yet

been studied in depth.

3.4.4 Future Work

To effectively evaluate the use of the developed sensor to develop a peanut yield monitor,

field tests should be carefully designed. To make sure that the sensor is working in all possible

mass flow rates, different ground speeds should be used in similar length rows. Otherwise,

the length of the collected sensor would be highly correlated to the total weight and could

hide the information from actual field variability relevant for precision crop management.

Collecting data with different levels of moisture content is also necessary because of two

reasons. First, the water content of the peanuts will give different reflection attenuations in

the radio-frequency signal. Second, the weight of the peanuts would change significantly, and

therefore the velocity at which they would me travelling through the pneumatic conveyor is

also expected to be different. One assumption of the radio systems employed in this work is
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that by adjusting the chirp parameters the size of the detectable objects can be manipulated,

therefore the sensor should be evaluated for different varieties and soil types to confirm or

deny such hypotheses.

Further experiments can be performed by modifying the proportion of the peanuts with

foreign materials, moisture content, and peanut varieties so that the model calibrated outside

the field transfers well for in-field operation. Yadav et al. (2022) have demonstrated all

embedded system for gesture recognition using one of these platforms with good performance

and being able to run all radar algorithms and multi-layer perceptron prediction in one

standalone system. Similarly, such an approach could be used to produce a compact and

weatherproof peanut mass flow sensor that can run the prediction models on board and

report directly to the tractor controller. Moreover, for the pre-existing equipment in the

field, adding such a system to the combine would only require replacing a segment of the

pneumatic conveyor by a plastic section.

3.5 Conclusion

This study developed and evaluated a method for measuring mass flow rate of peanuts

using an mmWave FMCW radar-based sensor in two simulated environments of peanut

harvesting. One was achieved by retrofitting the pneumatic conveyor of a two-row peanut

combine and the other by modifying a 6-row combine into a recirculating system. The

proposed machine learning-based model that using k-neighbors regression performed the

best for the 2-row harvest combine with an RMSE of 0.14 kg/s (19 lb/min) and a sMAPE

of 15% while having a R2 of 0.85. The best performing model on the 6-row combine dataset

was a random forest regressor that achieved RMSE of 0.52 kg/s (69 lb/min), sMAPE of

10% and R2 of 0.71. The results show potential to overcome the limitations of the harsh

environment that was not well addressed by previous research in peanut yield monitor.
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Chapter 4
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Highlights

• Development of a comprehensive videos dataset for detect-and-track of broilers.

• Natural lighting proved crucial for more effective model generalization due to diverse data.

• ByteTrack with YOLOv8 outperformed other models in speed and accuracy.

Abstract: Precision management in poultry farming, utilizing advanced technologies

like computer vision and lighting control, has emerged as a promising approach to enhance

productivity, meat quality, and animal welfare. These technologies enable effective flock mon-

itoring and data-driven decision making, leading to optimal farm management. Classical

models fail when the scene is complex and tracking multiple individual birds is necessary.

Detecting-and-tracking allows for an understanding of the spatio-temporal features of the

animals positions. This work generated multi-animal detection-and-tracking dataset from

top-view videos of broilers at different growth stages and different times of a day. Accuracy

and efficiency of different state-of-the-art object detection (YOLOv8 and YOLO-NAS) and

trackers (SORT and ByteTrack) were evaluated and compared regarding the generation of a

new broiler activity index. From the tracked instances the distance travelled by each bird nor-

malized by the birds’ age was used to compose a broiler activity index. Therefore, capturing
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both movement across the pen and compensating for the size of the birds. The results show

that the pipeline was able to accurately capture the activity in the pens and quantify activity

for animal behavior studies. Further, this pipeline can be extended to determine areas of in-

terest around the pen to identify behaviors in specific regions. Ultimately, once the behaviors

are characterized the pipeline can be used to generate feedback signal for control of the broiler

houses for light intensity and heater temperatures, providing better conditions of welfare to

the animals.

Keywords: Broiler, Detection, MOT, Poultry, Precision Farming, Tracking.

4.1 Introduction

In the context of precision poultry farming, detecting and tracking birds’ movements

and behaviors can provide valuable insights into their health, welfare, and productivity (Guo

et al., 2022). This is achieved through the use of advanced technologies such as computer

vision, machine learning, and sensor-based systems (Li et al., 2022; Okinda et al., 2020;

van der Sluis et al., 2020). Computer vision, in particular, has emerged as a powerful tool

for detecting and tracking birds in a poultry farm setting (Aydin, 2017; Del Valle et al.,

2021; Okinda et al., 2020; Zhang et al., 2022). By processing and analyzing video data,

computer vision algorithms can identify individual birds, track their movements over time,

and even recognize specific behaviors. This allows for continuous, non-invasive monitoring of

bird activity, which can be used to assess overall flock health and detect any signs of disease

or distress early on. For instance, changes in activity levels or patterns can be indicative

of health issues. A sudden decrease in activity might suggest that a bird is sick, while

increased aggression could be a sign of stress or overcrowding (Fan et al., 2022; Zukiwsky et

al., 2020). By tracking these behaviors, farmers can intervene as necessary to address these

issues, improving animal welfare and productivity.

Furthermore, tracking bird activity can also provide insights into their growth and

development. For example, tracking the amount of time birds spend eating can help estimate
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their feed intake, which is a key factor in their growth rate (Guo et al., 2020; G. Li et

al., 2021). Similarly, monitoring the birds’ movement can provide information about their

physical development and mobility. Machine learning algorithms can also be employed to

analyze the collected data and identify patterns or anomalies that might not be immediately

apparent. These algorithms can be trained to recognize specific behaviors or predict future

outcomes based on historical data, providing a powerful tool for decision-making. Precision

management practices in poultry farming have gained significant attention in recent years

due to their potential to enhance productivity, improve meat quality, and ensure animal

welfare. A key aspect of precision management is the use of advanced technologies, such as

computer vision and lighting control, to monitor and manage poultry behavior and health.

The use of computer vision in poultry farming has been explored extensively. For instance,

the study by Nasiri et al. (2022) demonstrated the potential of 3D computer vision for

lameness detection in broiler chickens, a critical aspect of precision management. Similarly,

(Guo et al., 2020) developed a chicken distribution analysis system for broiler houses using

computer vision, highlighting the technology’s potential in monitoring and managing poultry

practices.

However, the role of ambient light control as an activity modulator in poultry farming

is a relatively new area of research. Light intensity has been shown to influence the behavior

and physiological responses of poultry, which can, in turn, impact meat quality. A study

by Kuttappan et al., (2016) highlighted the association between increased growth rate in

birds and the occurrence of white striping and woody breast myopathies. This suggests that

management practices that control growth rate, such as activity modulation through light

control, could potentially mitigate these conditions. The woody breast condition, character-

ized by a tough consistency in raw breast fillets, has been a significant concern in the poultry

industry due to its adverse effects on meat quality. Recent studies have started to explore

the potential of light control in managing this condition (Mirella Fernandes et al., 2021).

For instance, Greene et al., (2019) found that the severity of woody breast myopathy could
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be reduced through the modulation of oxygen homeostasis-related genes in broiler chickens,

suggesting a potential link between light intensity, activity levels, and the development of

woody breast.

To overcome these limitations, several machine vision-based systems have emerged a

promising solutions for automating the monitoring and analysis of broiler behavior (Gebhardt-

Henrich et al., 2021). In recent years, significant research efforts have been devoted to de-

veloping machine vision algorithms and techniques for behavior identification, bird counting

(X. Li et al., 2022), lameness detection (Nasiri et al., 2022), and activity level determina-

tion (Del Valle et al., 2021; Mirella Fernandes et al., 2021; Neethirajan, 2022). However,

conventional approaches often struggle in complex scenes and face challenges when tracking

multiple individual birds simultaneously.

To address these issues, this study presents a novel multi-animal detection and tracking

pipeline specifically tailored for bird activity monitoring. A comprehensive dataset compris-

ing top-view videos of broilers at different growth stages and various times of the day was

generated. This dataset serves as the foundation for evaluating the accuracy and efficiency

of state-of-the-art object detection models, including YOLOv8 (Jocher et al., 2023) and

YOLO-NAS (Aharon et al., 2021), as well as tracking algorithms such as SORT (Bewley et

al., 2016) and ByteTrack (Zhang et al., 2022).

The primary objective of this research is to develop a processing pipeline that is capable

of detecting and tracking the birds across different ages to assess their activity levels. The

goal is to derive a quantitative measure of broiler activity to optimize feed conversion ratio.

Through the analysis of these activity patterns, valuable insights can be gained, contributing

to improved management practices that result in better meat quality and productivity.

The specific research objectives were to: (1) generate a comprehensive dataset from

top-view videos of broilers at different growth stages and times of the day to create a multi-

animal detection-and-tracking dataset for machine vision algorithm training and evaluation;

(2) assess the performance of object detection models (e.g. YOLOv8 and YOLO-NAS) to
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identify the most accurate and efficient method for detecting individual broilers in complex

scenes; (3) evaluate the accuracy and efficiency of SORT and ByteTrack algorithms for

tracking multiple broilers simultaneously, identifying the most suitable algorithm for reliable

broiler tracking;

4.2 Materials And Methods

4.2.1 Experiment Setup

This experiment was conducted from 06/08/2022 through 07/29/2022 at the Poultry

Research Unit of the USDA-ARS in Starkville, MS. In this experiment, 8 pens were used

to expose broilers to two different light regimens while other environmental variables were

maintained constant (e.g. temperature, humidity, carbon dioxide) to evaluate the occurrence

of woody breast. Half of the pens had a side window where the birds were exposed to natural

lighting (NL) and half of the pens did not have a window but had intensity-controlled light

bulbs installed overhead, these rooms are referred to as artificial lighting (AL). Figure 4.1

shows the different pens, with the feeder, water line and top-view camera installation. During

the experiment the light intensity of the AL rooms followed a schedule to expose the birds

to darker conditions as they grew older. 42 animals were placed in each room and they had

access to food and water at all times. The bedding material in all rooms were the same.

These birds were hatched in a nursery and then transported to the growing rooms within 6

hours where they were kept until they were 60 days.

4.2.2 Dataset Collection

High-resolution top-view videos of broilers at different growth stages and various times

of the day were recorded using 4MP video cameras, model EKI-K164T412 from Hikvision

(Hangzhou, China). The videos aimed to capture the broilers’ behaviors and movements

within their environment. Two cameras were attached to the ceiling of each growing room,

to capture two sides of the room. In total 16 cameras acquired video at a resolution of
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(a) (b)

Figure 4.1: Picture of the pens where the birds were grown. (a) natural lighting and (b)
artificial lighting.

1080 × 1920 and at 20 frames-per-second. Due to limitations of storage, a schedule for

recording was configured in the acquisition system, the cameras started recording at 6am

and stopped recording at 9pm at selected days of the week (Monday, Wednesday, Friday).

The video acquisition started in 06/08/2022 and stopped in 07/29/2022. The data was then

transferred from the storage system to a workstation for processing.

4.2.3 Data Pre-processing

From the raw data collected different datasets were prepared to perform and evaluate

different tasks using videos from four different dates: 06/13/2022, 06/29/2022, 07/15/2022

and 07/29/2022 when the birds were 5, 21, 37 and 51 days old, respectively. From the

videos of those four days, selected frames were extracted and annotated to create a dataset

to train and evaluate object detection models. Sample frames are shown in Figure 4.2. In

total 652 frames were extracted and annotated using the online tool Roboflow (Dwyer et

al., 2023) totaling 21934 instances labelled. The birds were annotated using the machine

learning automated tool that segments the birds using SAM (Kirillov et al., 2023) and their

bounding boxes were extracted based on the bounding boxes of the segmentation masks.
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(c) (d)

(e) (f)

Figure 4.2: Sample dataset frames from different bird ages. (a) 06/13/2022; (b) 06/29/2022;
(c) 07/15/2022 and (d) 07/29/2022.

Dataset Train(Instances) Validation(Instances) Test(Instances)
AL 325(11091) 287(9498) 40(1345)
NL 327(10843) 285(9632) 40(1459)
NLAL 454(15156) 132(4460) 66(2318)

Table 4.1: Numbers of frames and instances in training, validation and test folds for thede-
tection datasets AL, NL and NLAL.

The annotated detection dataset was separated into three different datasets for data

analysis. First dataset used only frames from AL room for training and frames from the NL

room for validation and test. Second, used frames from NL room for training and frames

from the AL for validation and test. Finally, a third dataset was composed of a mix of frames

from AL and NL, generating the NLAL dataset. For the NLAL dataset, 70% of the frames

were randomly chosen to be used for training, the remaining 30% was separated into 10%

for validation and 20% for test. Table 4.1 shows the number of frames and instances in each

dataset and their respective folds.
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AL Camera 1 00:59 01:19 01:09 01:27 04:54
AL Camera 2 01:09 01:09 01:09 01:27 04:54
NL Camera 3 01:17 01:16 01:20 01:19 05:12
NL Camera 4 01:08 01:18 01:28 01:18 05:12
Total per date 04:33 05:02 05:06 05:31 20:12

Table 4.2: Length of the detection datasets AL, NL and NLAL in minutes.

For the multi-object tracking (MOT) task, videos of approximately 1 minute were ex-

tracted from the two cameras of one AL room and one NL room at the four bird ages

mentioned before. In total, 16 video segments were cut from the original data and anno-

tated using CVAT (Sekachev et al., 2019) annotation tool to produce a MOT dataset for

tracking bird position. When annotating the dataset for tracking, the identity of each bird

is kept track of from one frame to another, allowing to follow the individual bird throughout

the screen. Table 4.2 shows a summary of the durations of the clips and total duration of

the dataset.

4.2.4 Object Detection Model Evaluation

Two advanced object detection models, YOLOv8 (Jocher et al., 2023) and YOLO-NAS

(Aharon et al., 2021), were selected for evaluation due to their established performance

in similar applications. The Ultralytics implementation of the YOLOv8 was compared to

the Super-Gradient implementation of YOLO-NAS. The different sizes of the models were

compared, for YOLOv8: nano (n), small (s), medium (m), large (l) and extra-large (x);

and for YOLO-NAS small (s), medium (m), large (l). The model evaluation was conducted

using three different arrangements of the dataset. During training, the models are evaluated

using the validation dataset and the training process stops when there is no improvement
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in performance after 50 epochs. The hyperparameters for training were kept the same as

the default from the libraries. The reported results are mean average precision at 50%

intersection-over-union (IoU) (mAP50) and the inference time for each model that were

evaluated in unseen test set. The trained models were then tested on unseen test data to

assess their accuracy in detecting and localizing individual broilers.

4.2.5 Tracking Algorithm Evaluation

Two tracking algorithms, Simple Online and Realtime Tracking (SORT) (Bewley et al.,

2016) and ByteTrack (Zhang et al., 2022) were chosen for evaluating the tracking performance

of the broilers. SORT and ByteTrack implementations from the authors were used to evaluate

the algorithms. All combinations of detector sizes and trained datasets were evaluated as

inputs to the tracking algorithms and their performances were compared using multi-object

tracking metrics implemented by py-motmetrics. Most importantly, multi-object tracking

accuracy (MOTA) and multi-object tracking precision (MOTP) are evaluated and compared

to the execution time of each tracker. MOTA is calculated by Equation 1, where FN is the

false negative, FP is false positive, IDSW is the number of id switches and GTDet is the

number of ground truth detections. Therefore, the better MOTA performance is the one

closer to 100%. This is the metric that better aligns with human visual assessment, but

does not include a measure of localization error meaning that the detection performance

outweighs the association performance. MOTP is calculated by Equation 2, where TP is

the true positive and the second term is the summation of similarity scores over the true

positive detections, in this case the similarity metric is Euclidean distance between the two

bounding box centers. The best MOTP performance would have the summation term to

closer to zero, and therefore the metric would also be closer to 0%. MOTP mostly quantifies

the localization accuracy of the detector, and therefore, it provides little information about

the actual performance of the tracker.
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MOTA =

(
1− |FN |+ |FP |+ |IDSW |

|GTDet|

)
· 100% (4.1)

MOTP =

(
1

|TP |
∑
TP

S
)
· 100% (4.2)

4.2.6 Broiler Activity Index Calculation

The tracked instances of each broiler were utilized to measure the distance traveled by

each bird across the pen. From one frame to the next, the translation of the centroid of each

bird’s bounding box is calculated and accumulated to represent the activity of that flock at

that moment. The measured distances were normalized by the broilers’ age to account for

size variations at different growth stages, ensuring a fair comparison of activity levels for

birds of different ages. Equation 3 presents this formulation where, F is the total number

of frames, f is the current frame, B is the number of bounding boxes in the current frame,

b is the current bounding box and c is the center point of the bounding box. The activity

metric for the ground truth annotated tracking dataset is used as a reference to compare

with the activity index generated by the result of the tracking algorithm. To evaluate if the

capacity of each pipeline to produce accurate activity indices that represent the patterns of

activity in the pens, the correlation (Equation 4) between the ground truth and predicted

activity index (Equation 3). In Equation 4, R is the correlation coefficient matrix and C is

the covariance matrix. In this case, R01 is used as the point-wise correlation between signals.

BAI =
1

N
· 1
F

F∑
f

 1

Bf

Bf∑
b

∥cf−1,b − cf,b∥2

 (4.3)

Rij =
Cij√
CiiCjj

(4.4)
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4.2.7 Experiments Environment

The experimental setup employed PyTorch version 1.13.1 with CUDA version 11.7 for

the training process. The deep learning modules utilized were Ultralytics version 8.0.110

and Super-Gradients version 3.1.1. The training procedure followed a predefined stopping

criterion, whereby training was halted if there was no improvement in performance on the

validation set after 50 epochs. On average, the models were trained for 250 epochs. The

training was conducted on a high-performance workstation equipped with an AMD Ryzen

Threadripper 24-Core Processor, accompanied by 64GB of memory and a NVIDIA Titan

RTX GPU with 24GB of memory.

4.3 Results

4.3.1 Object Detection Model Performance

Table 4.3 provides an overview of the evaluation results for various models in terms of

their size, frames per second (FPS), and performance metrics. The models under investiga-

tion include YOLOv8 and YOLO-NAS, with YOLOv8 further categorized into different sizes

(n, s, m, l, x). The size column represents a categorical variable denoting the size of each

model, ranging from ’n’ to ’x’ for YOLOv8 and ’s’ to ’l’ for YOLO-NAS. The parameters

column indicates the number of parameters associated with each model, providing insight

into their complexity. The FPS column represents the frames per second achieved by each

model during inference, reflecting their processing speed. The performance of the models

is assessed using four metrics: Average Precision (AP) at 50 IoU (Intersection over Union)

thresholds for the three different datasets AL, NL and NLAL. Higher values for these metrics

indicate better performance.

Regarding YOLOv8, the ’x’ model exhibits the largest number of parameters (XXX). It

also achieves the smallest FPS in the YOLOv8 series, indicating slower inference compared to

other YOLOv8 models. In terms of performance metrics, the ’x’ model achieves the highest
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Model Size FPS AL mAP50 NL mAP50 NLAL mAP50

YOLOv8

n 344 0.952 0.966 0.988
s 222 0.965 0.974 0.99
m 129 0.953 0.983 0.992
l 84 0.975 0.982 0.992
x 57 0.976 0.985 0.992

YOLO-NAS
s 41 0.946 0.952 0.979
m 34 0.961 0.956 0.981
l 32 0.962 0.961 0.983

Table 4.3: Detection results using mAP50 for YOLOv8 and YOLO-NAS using AL, NL and
NLAL datasets.

scores for the three datasets with mAP50 of 0.952 (AL), 0.985 (NL), and 0.992 (NLAL),

implying superior overall performance compared to other YOLOv8 models. Among the all

models evaluated, the YOLOv8n model achieved 344 FPS while maintaining a mAP50 scores

for AL (0.952), NL (0.966), and NLAL (0.988)

YOLO-NAS, on the other hand, offers models of three different sizes: ’s’, ’m’, and ’l’.

The ’s’ model has the smallest size, while the ’l’ model has the largest number of parameters.

However, the FPS values for YOLO-NAS models are slightly higher for YOLOv8 models of

the same size. In terms of performance, the ’m’ model achieves the highest mAP50 scores

for AL (0.961), NL (0.956), and NLAL (0.981), still indicating strong performance for object

detection tasks.

Similarly, Figure 4.3 shows for the three datasets a plot for mAP performance versus

time to inference. Meaning a model in the top-left corner would be good at the object

detection task while still being fast to predict its output.

4.3.2 Tracking Algorithm Performance

This section presents the tracking results obtained by evaluating different object de-

tectors in conjunction with two object trackers, ByteTrack and SORT (Table 4.4). The

evaluation focused on Multiple Object Tracking Accuracy (MOTA) and Multiple Object
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Figure 4.3: Detection results using mAP50 versus prediction time for different sizes of
YOLOv8 and YOLO-NAS using AL, NL and NLAL datasets.

Tracking Precision (MOTP) as performance metrics. The trackers were tested on various

model sizes and datasets to assess their capabilities.

ByteTrack, paired with the YOLOv8 model, achieved a high tracker frame rate of 99

FPS. It demonstrated consistent performance across different model sizes, ranging from

small (s) to extra-large (x). As the model size increased, both MOTA and MOTP scores

improved. The largest model, YOLOv8x, achieved the highest MOTA of 79.3 and MOTP

of 23.9, operating at 36 FPS. Notably, the best MOTA and MOTP scores were achieved on

the NL dataset.

When YOLO-NAS was used with ByteTrack, the frame rate reduced to 66 FPS. How-

ever, MOTA performance was lower, with negative values observed for all model sizes.

MOTP scores remained relatively high and consistent. SORT as a tracker with the YOLO-

NAS model improved MOTA performance for all sizes compared to ByteTrack. However, the

best MOTA score achieved was 4 for the YOLO-NAS(m) configuration. The best MOTP of

22.7 was achieved by YOLO-NAS(l) with SORT. Once again, the best MOTA and MOTP

performances were observed on the NL dataset. SORT, in combination with the YOLOv8

models as object detectors, achieved a high tracker frame rate of 205 FPS. Among the dif-

ferent model sizes, YOLOv8L performed the best with an MOTA score of 80.2 at an FPS of

57, and a MOTP of 23.7. The fastest model, YOLOv8n, maintained a MOTA of 61.2 and
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99

n 74 59.7 36.4 67.2 25.3 59.1 30.6
s 66 65.3 35.6 73.8 24.7 66.6 30.3
m 50 67.3 35.5 74.4 24.4 68.5 30.2
l 44 64.9 36.1 79.0 24.0 70.6 29.9
x 36 63.7 36.0 79.3 23.9 72.4 29.7

N
A
S

66
s 24 -7.6 36.4 -1.3 26.7 -2.4 30.1
m 22 -6.5 36.9 -2.5 26.9 -4.0 31.4
l 21 -5.9 36.9 -3.9 26.8 -4.6 31.8

S
O
R
T

Y
O
L
O
v
8

205

n 123 61.2 36.5 61.2 25.2 60.0 30.5
s 102 66.9 35.7 73.9 24.3 67.9 30.2
m 68 68.5 35.5 77.0 24.1 69.5 30.1
l 57 66.2 36.2 80.2 23.7 71.5 29.8
x 43 64.9 36.1 79.3 23.6 73.3 29.6

N
A
S

138
s 30 3.0 34.7 3.5 23.8 4.0 26.8
m 27 3.0 35.7 4.0 23.1 3.9 28.6
l 25 3.8 35.9 3.2 22.7 3.6 29.0

Table 4.4: Tracking results using MOTA and MOTP for YOLOv8 and YOLO-NAS using
AL, NL and NLAL datasets for detector training.

MOTP of 25.2. The NL dataset showcased the best MOTA and MOTP performances for

SORT.

The graph illustrates the performance comparison of object trackers, ByteTrack and

SORT, using different models, namely YOLOv8 and YOLO-NAS, on three datasets: AL, NL,

and NLAL. The x-axis represents the time taken for prediction, while the y-axis represents

the MOTA (Figure 4.4) and MOTP (Figure 4.5) scores.

4.3.3 Broiler Activity Index Calculation

Table 4.5 provides a summary of the tracking performance correlation results for dif-

ferent combinations of object trackers (ByteTrack and SORT) and object detection models

(YOLOv8 and YOLO-NAS) on three datasets (AL, NL, and NLAL). The table includes
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Figure 4.4: Tracking results showing MOTA versus prediction time for different sizes detec-
tors trained on AL, NL and NLAL datasets.

Figure 4.5: Tracking results showing MOTP versus prediction time for different sizes detec-
tors trained on AL, NL and NLAL datasets.
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Tracker Model Size AL Corr NL Corr NLAL Corr

ByteTrack

YOLOv8

n 96.5 95.8 97.1
s 94.0 97.0 96.4
m 90.6 87.7 93.3
l 89.2 89.5 92.8
x 87.8 85.9 91.9

YOLO-NAS
s 57.7 43.3 87.3
m 32.9 96.6 19.1
l 82.4 54.5 93.7

SORT

YOLOv8

n 93.7 91.7 96.4
s 93.0 95.6 94.2
m 89.4 88.5 90.3
l 88.7 86.1 89.7
x 85.3 85.4 87.4

YOLO-NAS
s 93.5 62.5 61.0
m 60.7 51.0 78.8
l 58.0 77.9 4.2

Table 4.5: Activity index correlation between ground truth tracking data and predicted with
different trackers and detectors trained on AL, NL and NLAL datasets.

correlation values that indicate the accuracy of the trackers in predicting the positions of

tracked objects.

For each tracker-model combination, the table presents the correlation values for various

model sizes (n, s, m, l, x) on each dataset. Higher correlation values indicate better align-

ment between the predicted positions and the actual positions of the objects being tracked.

ByteTrack with YOLOv8 achieved high correlation scores across all model sizes and datasets,

consistently demonstrating accurate tracking performance. On the other hand, ByteTrack

with YOLO-NAS exhibited varying correlations, with some sizes performing well on certain

datasets and poorly on others. Similarly, SORT with YOLOv8 displayed strong correlations,

while SORT with YOLO-NAS had mixed results across different sizes and datasets.

Figure 4.6 presents the correlation between predicted and ground truth object positions

for three datasets: AL, NL, and NLAL. The x-axis denotes the size of the models, ranging

from small (s) to extra-large (x), including YOLOv8 models (n, s, m, l, x) and YOLO-NAS
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Figure 4.6: Activity index correlation versus detector size for different detectors trained on
AL, NL and NLAL datasets.

models (s, m, l). The y-axis represents the correlation values, indicating the accuracy of the

trackers in predicting object positions.

4.4 Discussion

In this study, an expansive dataset tailored for broiler detection and multi-animal track-

ing was generated. This dataset provides a robust foundation for training machine learning

models with the aim of effectively identifying broilers and tracking multiple animals. The

results of this study demonstrated the effectiveness of the developed pipeline in accurately

capturing the activity of broilers within the pens and quantifying their activity levels. The

object detection models, YOLOv8 and YOLO-NAS, showcased high accuracy in detecting

and localizing individual broilers, even in complex scenes. This finding highlights the poten-

tial of these models in accurately identifying broiler behaviors and facilitating subsequent

analysis.

Furthermore, comprehensive evaluation of the tracking algorithms utilized in this study.

For this purpose, we employed two established tracking metrics: Multiple Object Tracking

Accuracy (MOTA) and Multiple Object Tracking Precision (MOTP). These metrics provide
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quantitative measures of the tracking performance, facilitating a clear and objective assess-

ment of the developed algorithms. The evaluation process, thereby, ensures that the quality,

efficiency, and robustness of our algorithms are meticulously assessed and validated.

Despite being smaller in size and having less parameters compared to the ’s’, ’m’, ’l’, and

’x’ models, the ’n’ model achieves a remarkable FPS value. This implies that the ’n’ model

offers an efficient inference speed, making it suitable for real-time applications. Furthermore,

the ’n’ model maintains a high mAP50, indicating accurate object detection capabilities. The

impressive combination of superior FPS performance and high mAP50 makes the ’n’ model

a compelling choice for scenarios that demand both speed and accuracy in object detection

tasks.

Interestingly, the models trained on the NL dataset exhibited a superior performance

compared to the others. The enhanced performance can be attributed to the inherent di-

versity present in the NL dataset. This dataset encapsulates a broader range of lighting

conditions compared to the AL dataset, as it includes variations arising from light intensity,

shadows and other artifacts resulting from the white balance and automatic compensations

from the camera. This variety enriches the dataset, thus presenting a more comprehensive

and challenging learning environment for the model. Consequently, this trains the model

to better generalize and adapt to novel lighting conditions, leading to superior performance

when compared to the models trained solely on artificial lighting or a mix of both.

The evaluation of object detection models and tracking algorithms was based on the

specific dataset and experimental conditions used. The generalizability of the results to

different broiler populations and settings should be considered carefully. Future research

could focus on expanding the dataset and considering additional variables that may influence

broiler behaviors, such as environmental factors or group dynamics.
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4.4.1 Model Performance

Reviewing the Table 4.3, YOLOv8 consistently performs with high speed (FPS) and

accuracy (mAP50) across all sizes and lighting conditions. It reaches peak FPS at the nano

size (344 FPS) and maintains high mAP50 scores in all scenarios, peaking at 0.992 under

mixed lighting conditions (NLAL). The mAP50 score also seems to generally improve as

the size parameter increases. YOLO-NAS, on the other hand, runs at a significantly slower

speed compared to YOLOv8. Its performance in terms of mAP50 is also generally lower

than that of YOLOv8, but it still performs reasonably well with mAP50 scores all above

0.94. Interestingly, for YOLO-NAS, the mAP50 scores increase slightly as the size parameter

increases from small to large. In summary, YOLOv8 outperforms YOLO-NAS in terms of

both speed and accuracy across all size parameters and lighting conditions. However, YOLO-

NAS still demonstrates decent performance, especially considering the mAP50 values under

the NLAL condition.

Looking at the MOTA scores (where a higher score is better), the ByteTrack model

with YOLOv8 detection performed consistently well under all lighting conditions and sizes.

The performance was especially good under natural lighting conditions, with MOTA scores

ranging from 67.2 to 79.3. On the other hand, the YOLO-NAS model under ByteTrack

showed negative MOTA scores indicating poor performance, particularly under artificial light

conditions. The SORT model with YOLOv8 also showed good performance, with MOTA

scores slightly lower than ByteTrack under similar conditions but significantly better than

the ByteTrack with YOLO-NAS.

In terms of MOTP (where a lower score is better), all models showed similar perfor-

mance. There was no clear winner, indicating that all models and combinations were about

equally precise in their tracking. In terms of speed, SORT with YOLOv8 demonstrated the

highest Tracker FPS, particularly in the nano size setting. This implies that it might be

the best choice for applications where speed is a critical factor. In summary, the ByteTrack

model with YOLOv8 outperforms others in tracking accuracy across all lighting conditions
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and sizes, whereas the SORT model with YOLOv8 has the advantage in terms of processing

speed.

4.4.2 Broiler Activity Index

The correlation score here refers to the degree to which the predictions of the models

align with the true values, with a higher score indicating a stronger correlation, and thus,

better model performance. From the results, ByteTrack with YOLOv8 consistently demon-

strates strong correlations across all sizes and lighting conditions, with scores generally above

85%. The highest correlation score is observed under the NLAL lighting condition at nano

size, with a score of 97.1.

The performance of ByteTrack with YOLO-NAS is more varied, with some sizes showing

low correlation scores under certain conditions. For instance, under the NL lighting condition

at medium size, there is a high correlation score of 96.6, but under the NLAL lighting

condition, the correlation score drops dramatically to 19.1.

The SORT model with YOLOv8 shows strong and consistent correlations across all sizes

and lighting conditions as well, but generally slightly lower than ByteTrack with YOLOv8.

SORT with YOLO-NAS, however, demonstrates more inconsistent results, with correlation

scores ranging widely from a low of 4.2 (large size under NLAL condition) to a high of 93.5

(small size under AL condition).

In summary, the ByteTrack model with YOLOv8 consistently delivers the strongest

correlation scores across different sizes and lighting conditions. This suggests that its predic-

tions align very well with the true values, and it is thus likely the most reliable model among

those tested here. The performance of the models using YOLO-NAS is more variable, with

some combinations performing quite well and others poorly, suggesting that the success of

this model may be more dependent on the specific conditions or in better fine tuning of the

model.
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4.4.3 Future Work

While YOLOv8, in conjunction with ByteTrack, demonstrates superior performance

under our current conditions, there is a clear need to explore how we can improve the

performance of YOLO-NAS, given its inconsistent results across different conditions and

sizes. A possible approach could involve fine-tuning the YOLO-NAS model or modifying its

architecture to better handle variances in lighting conditions and object sizes.

In addition to the primary objectives, this study also identified potential extensions and

applications of the developed pipeline. The ability to determine areas of interest within the

pen opens up possibilities for identifying specific behaviors in different regions. This feature

enhances the pipeline’s versatility and enables focused analysis of broiler behaviors based on

spatial considerations. Moreover, the integration of the pipeline with broiler house control

systems holds promise for improving meat quality and feed conversion ratio. By utilizing

the generated feedback signals, adjustments to factors such as light intensity and heater

temperatures can be made, creating a more favorable environment for the birds.

4.5 Conclusion

In this study, a comprehensive exploration of broiler detection and multi-animal tracking

using state-of-the-art models was conducted. The use of the ByteTrack and SORT models,

in conjunction with YOLOv8 and YOLO-NAS, allowed to investigate the performance of

these models under different lighting conditions and object sizes. The findings show that

ByteTrack, when coupled with YOLOv8, consistently demonstrates high performance across

various conditions and sizes, both in terms of speed and accuracy. On the other hand, while

YOLO-NAS showed potential, its inconsistent performance indicates that further optimiza-

tion may be necessary for it to be as effective across a broad range of scenarios.

It was found that natural lighting conditions provide a more diverse training environ-

ment that results in superior model generalization, underscoring the importance of having

varied and robust datasets for training machine learning models.
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Despite the progress made, this study also highlights potential avenues for future re-

search. While the performance of these models was promising, there is room for further

optimization, especially in terms of processing speed for real-time applications and model

robustness under diverse environmental conditions.
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